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INTRODUCTION

We live in a world consisting of organizations. Every man throughout his or her life is involved in various organizations and has to deal with them as owner, shareholder, entrepreneur, manager, employee or customer (consumer of goods or services offered by the organization). Therefore, conducting continuous research into these organizations should be considered imperative. These studies should aim, on the one hand, to indicate the new challenges posed by the organizations of the market economy and the characteristic of the intense competition and the increasing demands of consumers, the other to determine the terms and conditions for smooth functioning. Efficiency requirements are forcing organizations to have unique, difficult to copy, skills and competence and the use of modern, sometimes sophisticated management methods.

However, these studies should not lead to a rediscovery of known truths, but should focus on disclosure, description, and analysis of new phenomena and processes for the organization. The theory of organization and management should be the starting point for this research.

For our discussion, it is believed that the organization is structured, artificially created a social unit, which through the coordination of the activities and relationships of its members and resources (tangible and intangible) carry out the planned transactions with the environment, pursuing the aims of the creators and its members. From here you can deduce the thesis that organizations: they are artificial creations, deliberately created by the people to meet specific targets; they are properly ordered socio-technical systems; are open systems, consistently leading the exchange of matter, energy and information with the environment.

Due to the nature of the objectives pursued and rules of operation are divided into commercial and non-commercial organizations. The purpose of this monograph is to identify flowing from increased competition and growing consumer expectations the conditions of the commercial and non-
commercial organizations and determining their impact on them. On the other, the presentation of strategies and principles of operation used by the surveyed organizations and advocating adequate behavior of the organization, allowing to gain and maintain a competitive advantage.

Based on the analysis of the prepared articles you can indicate the following groups of issues that are currently important for the problem of commercial and non-commercial organizations and increased competition, as well as the increasing demands of consumers:

I. BUSINESS AND NON-PROFIT ORGANIZATIONS AS THE OBJECT OF RESEARCH

II. MODERN TOOLS FOR BUSINESS AND NON-PROFIT ORGANIZATIONS MANAGEMENT

III. FINANCIAL ASPECTS OF ORGANIZATIONAL MANAGEMENT

IV. BUSINESS AND NON-PROFIT ORGANIZATIONS – GLOBAL AND REGIONAL ASPECTS

Such a structuring issue will be the basis for the design of this study. We wish to express gratitude to the Authors of these articles, whose contributions shaped this monograph. We also thank all the Reviewers for their willingness to share their expert knowledge and experience with the Authors, along with substantive support. We believe, this commendable effort and cooperation results in attention to the high quality of the publication.

Adam Nalepka, Anna Ujwary-Gil
I.
BUSINESS AND NON-PROFIT ORGANIZATIONS AS THE OBJECTS OF RESEARCH
THE CREATION OF PROCESS ARCHITECTURE
IN A MUNICIPAL COMPANY

Janusz Adamek¹, Krzysztof Głuc², and Natalia Potoczek³

Abstract
The article deals with legal and economic sources of process re-orientation of a municipal company. In case of municipal activity it is not the competition but the quick growth of investment that forces business entities to verify their business models. The growing costs of maintaining and implementing public services force the growth of managerial competencies and the search for better organization methods. The case study of the Nowy Sącz Water Company presented in the article is an example of changes occurring in the area of organization and management of public utilities. The process re-orientation creates possibilities of improving the business model and, inter alia, increasing the value provided to customers by more efficient management.

Keywords: public utilities, water company, business model, business processes, process architecture.

1. Introduction

The changes in the public utilities sector occurring in the first decade of the 21st century were mostly connected with the investment activity co-financed with the EU funds. The development of public utilities infrastructure quickly brought improvements to the quality of living by increasing accessibility and quality of public utilities services, but also led to increased production costs and consequently – price growth. Public means obtained by Poland since its accession to the European Union significantly affected the scope, range and quality of public utilities services offered to customers. This means that municipal entities increased the numbers of their customers and are able to offer more services and increase their value through higher quality and attractive prices.
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Expenditure on infrastructure allowed to obtain the “economies of scale” effect, but simultaneously they burdened business entities with high maintenance costs. Currently public utilities entities face a serious challenge of optimizing their activities, mostly to maintain the acceptable level of prices for the services they provide.

A natural consequence of the above is the search for a proper business model which will let public utilities companies accomplish their goals set for them by their supervising local government organs. Public utilities entities are not burdened with competition mechanisms, but they are accountable for proper allocation of public resources. Legal regulations determine the level of responsibility and determine terms on which delegated tasks should be accomplished, but they do not impose concepts or methods of management which should be applied in public utilities management. This aspect of business entities’ activity in public utilities economy is related exclusively to managerial competencies of local authorities and managers.

Referring to the perspective of changes occurring in the management practice in the past two decades it seems justified to make an attempt at re-orienting business entities in order to improve the efficiency of the activities. Since the 1990s, thanks to strong development and common availability of information and communication technologies, the development strategy, as well as on greater efficiency in the implementation of business processes. Bigger and small businesses, equally affected by the global economy, undergo process re-orientation in management, mostly in order to obtain greater control over their resources and activities. The goal of the article is to present the activities of the Nowy Sącz Water Company (Polish abbreviation: SWNS) which were taken to implement process re-orientation. The company is still operating within the functional system; however, being aware of its current and future constraints, it attempted at creating a new architecture for the organization, transforming the organizational structure and developing a new management system supported with proper IT tools.

2. Research questions and methodology

The Polish public utilities economy faces an enormous challenge of optimizing costs as a result of public utilities development, growing expectations of customers and significant growth of assets, especially construction and technology infrastructure. Taking into account the organizational changes observed in business it seems obvious that public utilities entities also have to take care of better organizational efficiency. This is why the widespread concept of process reorientation has also become popular in this sector of the economy.
Public utilities companies usually operate on the basis of a business model they have developed for years. Their privileged monopolist position made their static business model good enough to determine directions of activities or principles of market participation. A fundamental question arises, whether it is possible to shape the process architecture based on a business model. If we relate to the contemporary concepts of a business model and standards of process modeling, it seems justified to assume that the starting point should be to define the basic value chains by key elements of the model.

Creating the process architecture of an enterprise is one of the first and key stages in designing the process reorientation. In the analyzed SWNS an attempt was made at creating the process architecture based on the business model developed by Osterwalder and Pigneur (2005) and the model of business processes contained in the international standard developed by APQC association (American Productivity and Quality Center). The main research goal was to find an answer to the following question: Will the combination of the business model of the Company and the identified processes according to the APQC standard facilitate the creation of process architecture in the organization? The research was conducted at the SWNS, which initiated some activities towards process reorientation in management.

3. Legal and economic determinants of the operations of a municipal company

The current condition of the municipal economy is the outcome of the self-government reform initiated in 1990 when municipalities were established as basic self-government units on the local level. Within the next years the model of economic and municipal activity was developed. The valid legal act regulating the activity of municipalities in this scope is the Act of 20th December 1996 on Municipal Management, which defines the economic system of municipalities (Act of 1996). In its first article, the Act determines the principles and forms of municipal management of territorial self-government units, consisting of performing their own tasks in order to satisfy collective needs of the self-government community.

The recommended forms of municipal economy are self-government utilities and commercial law companies. It is also allowable to delegate the municipal tasks to individuals, corporate bodies or organizational units which do not have the status of a legal person (subject to reservations listed in Article 3.1, Act of 1996). The municipality, constituting the lowest self-government level, performs the widest scope of tasks related to satisfying social needs and thus conducting economic activity. It should be emphasized that the constituting organs of territorial self-government units (municipal
councils, district councils, province parliaments) take decisions in the form of resolutions on the choice of the way of conducting the public utilities activity.

The activity of a municipal company in form of a self-government budget unit is financed with its own revenues from performed services. It can be supported with self-government unit budgetary means in the form of object, purpose and subject subsidies. Commercial law companies can be established by one entity – as sole shareholder companies of self-government units, or by several entities, for example by some municipalities. Such companies then have the status of a legal person and their own assets. The Polish public utilities sector is dominated by limited liabilities companies and joint stock companies. Territorial self-government units which own the shares in these companies may manage the activities of the established companies by passing resolutions. There are also public-private municipal ventures, for which capital companies, limited partnerships and limited joint-stock partnerships are established, on the basis of the Act of 19th December 2008 on public – private partnership (Act of 2008). Another form in which municipal tasks are accomplished is non-profit associations which may be created in cooperation with some self-government entities, also of various municipal, district and province levels.

The Polish self-government system entrusts the municipalities with the biggest number of public utilities tasks. A vital factor determining the public utilities management is the possibility of public forms of cooperation granted by the lawmakers. The Act on the municipal self-government (Act of 1990) and the Act on the district self-government (Act of 1998) allow to create inter-municipal and inter-district associations in order to perform public tasks together. There is a possibility of establishing institutional forms of cooperation in the shape of public utilities associations, which may be given the status of a legal person. In practice a constituting and supervising organ for an inter-municipal association is the meeting of partners established by heads of municipalities. Similar organizational solutions are used on the district level. Public utilities associations may be established independently or with the participation of other public entities or private commercial law companies or foundations in order to manage public utilities.

The cooperation between municipalities in public utilities services is particularly justifiable in case of water and waste management. Water extraction, processing and distribution, as well as waste collection and purification requires investments that often go beyond the capabilities of single self-government units. The creation of a network infrastructure and the use of technologies allowing to meet various requirements often exceeds the capabilities of municipalities, especially those with a small population that is spatially dispersed.
Self-government units may also sign agreements without the necessity to establish separate entities, granting the performance of public tasks to other municipalities or districts which have sufficient resource and technology potential. Units which grant their tasks to be performed by other municipalities are obliged to participate in the costs of performing them.

4. The business model at the Nowy Sącz Water Company

According to the main assumption of the authors of Business Model Canvas concept, the starting point in constructing a model is to determine the values the company may deliver to clients. The main goal of the water company is to provide water and to collect waste through its water and sewage network. For clients, however, the essence of the transaction lies not only in the supply of water and collection of waste but also in the terms on which these services are provided, especially for those clients who have decided to join the network and resign from their own, home water uptakes and sewage treatment plants. The Company guarantees, first of all, regular supply of high-quality water and regular collection and treatment of waste. Acting in accordance with the Water Management Law, the Company ensures it uses technologies and meets the norms guaranteeing the appropriate standard of water processing and sewage treatment. It is nearly impossible for individual inhabitants to achieve the same level of quality when they process water and treat waste on their own. Technology and competence barriers make the use of the water network not only more comfortable but also cheaper. Among the values delivered to external clients one can list many related to the activities supporting the accomplishment of the main processes, for example conducting laboratory tests, renting construction and transport equipment, sale of water meters, sale of energy, providing processed water in specialist vehicles, sale of water and sewage system materials. The Company owns its own infrastructure but also services water and sewage networks and related objects belonging to shareholders – municipalities.

The proposed values are received by two main segments of clients: individual clients, inhabitants of municipalities – shareholders, and institutions (commercial and non-commercial organizations) conducting their activities in the area of the above municipalities. The own water and sewage networks and those belonging to municipalities are the main channels through which water and sewage are distributed. Analyzing the key relations with clients, we should present the detailed division of segments into individual and institutional recipients of water and individual and institutional providers of waste. Contacts with each group of clients are maintained either via batch or individual correspondence or through individual contacts of customer service
center staff or Board Representative for Field Matters with local media, and within the Aquarius Academy directed mainly at schools run by self-governments of the municipalities – shareholders.

The sales of water and collection of waste via the network currently account for 98% of the revenues from all services provided by the Company. The remaining revenues come from the services offered within the auxiliary activity. Both fixed and variable fees are determined in the annual tariff, created on the basis of the Act of 07th June 2001 on Collective Water Provision and Collective Waste Collection and the Regulation of the Minister of Construction of 28th June 2006 on determining tariffs, a sample application for tariff confirmation and terms of settlement for collective collection of waste. The main assumption in shaping prices is to maintain the lowest possible level which nevertheless guarantees the water and sewage company can maintain its operations. In practice, with the current water extraction level, applied technology, established infrastructure and contracted loans for the implementation of the investment co-financed with EU funds, it is possible to maintain the acceptable level of prices and at the same time engage the budgetary means of the partner municipalities.

The key Company resources are most of all assets necessary to conduct business activity. According to the definition included in International Accounting Standards (IAS), assets are resources controlled by a company as a result of past events, from which it expects the inflow of future economic benefits to the enterprise. Company assets are most of all physical assets covering the whole construction infrastructure of the network, network buildings, plant buildings, technological infrastructure in the water processing plants and the sewage treatment plant, equipment, car fleet. Human resources are a vital resource of the Company, namely everything that people bring to the Company: their knowledge, skills, abilities, creativity, involvement, and availability. Non-tangible assets also include the brand developed by SWNS for over 100 years of its activities. Key financial resources include liabilities, that is all sources of financing, mostly profits generated by the Company, loans, and bonds.

The key activities of the Company are directly related to developing products and offering services to clients. The main value chain always comprises activities related to water extraction and treatment, providing water to clients, collecting waste, waste treatment and sales and financial servicing of clients. The company activities so far have been conducted along the functional orientation in management, tasks of particular cells have been grouped in three departments, and recently (2016), in the transition period, in two departments. Both main and auxiliary activities were dispersed in three or two departments. Currently, the Company is working on streamlining its
Table 1. The business model of SWNS

<table>
<thead>
<tr>
<th>Key partners</th>
<th>Key activities</th>
<th>Values for clients</th>
<th>Key relations with clients</th>
<th>Key segments of clients</th>
</tr>
</thead>
<tbody>
<tr>
<td>Construction work sub-contractors</td>
<td>Water extraction and processing</td>
<td>1. Regular, convenient supply of high-quality water</td>
<td>Correspondence with clients: paper, e-mail</td>
<td>1. Individual clients – water recipients</td>
</tr>
<tr>
<td>Board consultants</td>
<td>Water and waste distribution</td>
<td></td>
<td>Personal relations</td>
<td>3. Institutional clients – water recipients</td>
</tr>
<tr>
<td>Construction designers</td>
<td>Exploitation of water and sewage network</td>
<td></td>
<td>Direct relations with municipalities maintained by Board Representative</td>
<td>4. Institutional clients – waste providers</td>
</tr>
<tr>
<td>Scientific research centers</td>
<td>Investments and modernizations</td>
<td></td>
<td>Contacts with media maintained by Promotion Specialist</td>
<td></td>
</tr>
<tr>
<td>Sector associations</td>
<td>Licenses, regulations, tariffs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chamber of Commerce</td>
<td>Regulations and contracts with clients</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>– Polish water Systems</td>
<td>Participation in tenders</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Organization of tenders</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Key resources</th>
<th>Key channels</th>
<th>Costs structure</th>
<th>Revenue flows</th>
</tr>
</thead>
<tbody>
<tr>
<td>Infrastructure: 3 water extraction and processing plants, water and sewage network with buildings, sewage treatment plant, administration buildings, warehouses, car fleet, technical equipment</td>
<td>Water and sewage network belonging to the Company</td>
<td>Direct costs: water production and supply, waste collection, treatment, costs of other activities</td>
<td>Fixed fees for water and waste</td>
</tr>
<tr>
<td>Human resources</td>
<td>Water and sewage networks belonging to municipalities</td>
<td>Indirect costs: costs of management, costs of auxiliary activities</td>
<td>Variable fees for water and waste</td>
</tr>
<tr>
<td>Financial resources: Loans, bonds</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Client bases, IT resources</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brand/trust</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

activities along the process orientation, which is supposed to bring greater efficiency of operations, quicker decision-taking and lower operational costs. The key supportive activities include investment and renovation activities, obtaining and maintaining licenses, creating regulations of water provision and waste collection and other activities supporting production, creating tariffs, signing contracts with clients, participation, and organization of tenders for procurement of materials and services.

Conducting such complex activity requires strong external support. Investments and renovations call for cooperation with external entities, both construction companies and such specialists as geodesists, designers, construction inspectors, surveyors, etc. The Company regularly cooperates with suppliers of water and sewage materials. The range of managerial issues dealt with by the Company makes it necessary to hire consultants – specialists in law, financial management, management systems and processes. The Company participates in the activities of various sector associations and projects implemented in cooperation with scientific research centers, thanks to which it has access to knowledge and can develop new competencies. One of the most important institutional partners is the Chamber of Commerce – Polish Water Systems.

The cost structure should reflect particular elements of the business model. The current costs analyses relate to the division into direct costs, associated with the core activity of the Company and additional services provided by it. Indirect costs cover costs of management and costs of auxiliary activities. This area is less transparent and difficult to examine at present. It is assumed that proper identification of supporting processes should help precisely identify indirect costs. Proper process management should also allow the Company to optimize fixed costs and to achieve greater predictability of variable costs. The current business model relies on effects obtained from economies of scale, with the high potential of the Company at present it is advisable to develop the existing segments of clients, that is individual and institutional clients connected to the network. The current activities related to obtaining benefits from the scope of such activities as laboratory tests, equipment rental, have not increased the Company revenues significantly. It is possible, however, that the business model may be changed due to the appearing possibilities of using the network in order to distribute other values.

5. The use of the business model in creating the process architecture

The creation of process architecture is associated with the individual choice made by the enterprise. However, companies more and more often use standards developed either by international organizations (associations,
consulting companies, scientific centers) or by producers of software supporting process management. It is widely accepted that processes are classified into two groups: business processes (core, economic, operational) and supporting processes (supporting, auxiliary). Some classifications also include managerial processes. In practice, we often observe the phenomenon of identifying process architecture with the map of processes in an organization. Many scientists, however, point out that the creation of process architecture is a very complex and onerous process. Harmon (2007) identifies a few key steps that need to be made when designing process architecture of an organization:

- identifying proper value chain,
- determining proper strategic goals which will be supported in the value chain,
- determining how to examine whether strategic goals are accomplished in the value chain,
- dividing the value chain into main processes, main processes into sub-processes, in order to build the hierarchy of processes,
- determining how each process from the first level will be measured, who will be responsible for it and what resources are needed to accomplish each process,
- repeating the procedure for each next level of processes.

Jeston and Nelis (2008) inspired by the works of Wagter, van den Berg, Luijpers and van Steenbergen (2002) developed a list of attributes of a good process architecture. An important assumption made by the above authors is the recognition of a dynamic nature of process architecture. Therefore process architecture:

- must be a collection of rules, principles and models of processes,
- must constitute the basis for designing and implementing processes of an organization,
- processes must be related to the goals and strategies of an organization,
- processes must be aligned with business architecture, information and technical architecture, which make up the architecture of the whole enterprise,
- processes must be easy to understand and apply by all stakeholders,
- process architecture must be dynamic, easy to adopt developing processes, business and changes in the enterprise.

The use of international standards offers a special benefit of making comparisons or using sector standards. One of the best known standards is the PCF model (Process Classification FrameworkSM) developed for nearly two decades by APQC association. The PCF model has been shaped by the experiences of APQC member companies in process management. The APQB database covers over 1000 operational and support processes. The PCF project

4 Retrieved from APQC database, www.apqc.org/pcf
involves over 80 organizations from various sectors. The model is continuously updated, processes and activities are added and the process structure itself is subject to changes. The tables below (Table 2, Table 3) present twelve groups of processes, five of which relate to operational processes, while the other seven to supporting and managerial activities.

**Table 2. Process Classification FrameworkSM (PCF) 6.1.1.**

<table>
<thead>
<tr>
<th>Operating processes</th>
<th>Management and support services</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0 Develop Vision and Strategy</td>
<td>6.0 Develop and Manage Human Capital</td>
</tr>
<tr>
<td>2.0 Develop and Manage Products and Services</td>
<td>7.0 Manage Information Technology</td>
</tr>
<tr>
<td>3.0 Market and Sell Products and Services</td>
<td>8.0 Manage Financial Resources</td>
</tr>
<tr>
<td>4.0 Deliver Products and Services</td>
<td>9.0 Acquire, Construct, and Manage Assets</td>
</tr>
<tr>
<td>5.0 Manage Customer Service</td>
<td>10.0 Manage Enterprise Risk, Compliance, Remediation, and Resiliency</td>
</tr>
<tr>
<td></td>
<td>11.0 Manage External Relationships</td>
</tr>
<tr>
<td></td>
<td>12.0 Develop and Manage Business Capabilities</td>
</tr>
</tbody>
</table>


Support and management processes were presented in groups of services, the name of the group reflecting their nature and role in an organization. Management and support processes provide services to staff implementing operational processes and all other processes (for example, in the case of services in human resource management). Management and support services have their own clients mostly inside an organization, the so-called internal clients.

**Table 3. The interpretation of the numbers of levels included in PCF 6.1.1.**

<table>
<thead>
<tr>
<th>Categories</th>
<th>Level 1</th>
<th>Level 2</th>
<th>Level 3</th>
<th>Level 4</th>
<th>Level 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Managing risk in an enterprise, compliance, adjustment and resistance of an organization</td>
<td>10.0</td>
<td>10.1</td>
<td>10.1.4</td>
<td>10.1.4.3</td>
<td>10.1.4.3.1</td>
</tr>
</tbody>
</table>

All the process groups in the PCF model were aligned according to five levels. Table 3 above presents the interpretation of the level numbers and order of processes and activities. The five-grade structure (*Category, Process Group, Process, Activity, Task*) included in version 6.1.1 allows us to compare the tasks completed within particular activities. We should notice that the proposed model of process classification relates to processes identified in practice, the higher the level of generalization, for example within categories and groups of processes, the greater usefulness it has in creating process architecture of an enterprise. More detailed proposals, starting from the process level to single tasks can only constitute an illustrative material for design work in organizations.

**Table 4. The scope of tasks performed by Water and Sewage Network Plant**

<table>
<thead>
<tr>
<th>Water and sewage network plant - RS</th>
</tr>
</thead>
<tbody>
<tr>
<td>The main goal of the Water and Sewage Network Plant is to ensure efficiency of the whole water and sewage network in the area covered by the activities of the Company in order to ensure a constant supply of water and collection of waste from the population. The accomplishment of the assigned goals and tasks is the responsibility of the Head of the Water and Sewage Network Plant, who directly reports to Strategy and Development Director.</td>
</tr>
<tr>
<td>RS comprises:</td>
</tr>
<tr>
<td>Processes of maintaining water and sewage network.</td>
</tr>
<tr>
<td>• Organizing and conducting maintenance activity in the water and sewage network, bolts and hydrants and other appliances.</td>
</tr>
<tr>
<td>• Removing the failures in the network in cooperation with the Department of Monitoring and Steering the Water and Sewage System.</td>
</tr>
<tr>
<td>• Regular supplementation of the marking for water and sewage network development.</td>
</tr>
<tr>
<td>• Cooperation with Department of Transport in organizing repair and modernization works.</td>
</tr>
<tr>
<td>• Cooperation with Technical department in developing annual and section maintenance plans for the water and sewage network and plans for network overhaul.</td>
</tr>
<tr>
<td>• Controlling the exploitation of the objects, water and sewage network appliances.</td>
</tr>
<tr>
<td>• Organizing and conducting repairs of the appliances used by the Company.</td>
</tr>
<tr>
<td>• Writing account of the materials used.</td>
</tr>
<tr>
<td>• Writing timetables for shift work, monthly pay cards and technical emergency service timetables.</td>
</tr>
<tr>
<td>Processes of developing water and sewage network.</td>
</tr>
<tr>
<td>• Developing, jointly with Technical Department, plans for development or modernization of water and sewage network.</td>
</tr>
<tr>
<td>• Cooperation with contractors of investments made by the Company in water and sewage network.</td>
</tr>
<tr>
<td>• Liaising with the Department of Design Coordination when agreeing to technical conditions for connecting buildings to the city water and sewage network.</td>
</tr>
<tr>
<td>• Preparing acceptance protocols so that the water and sewage network and connections could be taken over by the Company.</td>
</tr>
<tr>
<td>• Participation in technical acceptances of the appliances and water and sewage network accepted for use.</td>
</tr>
<tr>
<td>• Cooperation in developing a digital map of water and sewage network.</td>
</tr>
<tr>
<td>• Registering and invoicing services of accepting water and sewage network and connections.</td>
</tr>
</tbody>
</table>

**Source:** Internal materials of SWNS.
The activities related to process classification at SWNS could only be taken up following the preliminary reformulation of the organization’s rules and regulations. In line with classic models of documents created for functionally-oriented organizations, also the Company’s rules and regulations contained sets of tasks subordinated to particular departments and organizational units. In order to develop process thinking and perception of work in process categories, the organization’s rules and regulations were supplemented with the classification of activities according to performed processes. Firstly, the main goals of organizational cells were introduced. Secondly, tasks were grouped so that they could further be subordinated to proper levels of the PCD model structure. For example, the description of the tasks of the Water and Sewage Network Plant (Table 4) reflects the areas of tasks (main processes), participation in tasks or performing them individually, as well as other entities participating or responsible for processes. Such descriptions were introduced to the organization’s rules and regulations which constitute a transition form before the final solution is achieved, developed specifically for the implementation of the new strategy of the company, directly aligned with the process classification adopted by the Company.

In order to identify the processes in the Company and create responsibility for the processes, we tied process groups in the PCF model to the functions of managers ultimately responsible for the process groups at SWNS (Table 5).

Table 5. Aligning processes to management functions at SWNS

<table>
<thead>
<tr>
<th>Operating processes</th>
<th>Management and support services</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0 Develop Vision and Strategy</td>
<td>6.0 Develop and Manage Human Capital</td>
</tr>
<tr>
<td>2.0 Develop and Manage Products and Services</td>
<td>7.0 Manage Information Technology</td>
</tr>
<tr>
<td>3.0 Market and Sell Products and Services</td>
<td>8.0 Manage Financial Resources</td>
</tr>
<tr>
<td>4.0 Deliver Products and Services</td>
<td>9.0 Acquire, Construct, and Manage Assets</td>
</tr>
<tr>
<td>5.0 Manage Customer Service</td>
<td>10.0 Manage Enterprise Risk, Compliance, Remediation, and Resiliency</td>
</tr>
<tr>
<td>Strategy and Development Director</td>
<td>11.0 Manage External Relationships</td>
</tr>
<tr>
<td>Production and Distribution Director</td>
<td>12.0 Develop and Manage Business Capabilities</td>
</tr>
<tr>
<td>Managing Director</td>
<td>Strategy and Development Director</td>
</tr>
<tr>
<td>Strategy and Development Director</td>
<td>Strategy and Development Director</td>
</tr>
<tr>
<td>Managing Director</td>
<td>Managing Director</td>
</tr>
<tr>
<td>Managing Director</td>
<td>Strategy and Development Director</td>
</tr>
<tr>
<td>Strategy and Development Director</td>
<td>Strategy and Development Director</td>
</tr>
</tbody>
</table>

Source: Internal materials of SWNS.

The goal is to implement the new organizational structure reflecting the conducted processes and the organization’s regulations which will take
into account the new process structures and responsibilities for the processes performed in the Company.

Subordinating directors to particular process categories shows that one of the directors is responsible for all production and distribution processes, while others, including the Managing Director, are responsible for management processes and those that support the basic production and distribution activity.

The key activities included in the business model of the Company were classified as process category in the PCF model (Table 6). The presentation of the main activities in the business model of the Company and process categories according to the PCF model show from the very first sight that the company focuses strongly on uncreative activities. The activities associated with long-term planning and designing products have not been emphasized. The company enjoys a monopolist position, whereas its core activity is determined by long production cycles. The biggest challenge is the development and use of water and sewage networks.

Table 6. The classification of main activities according to process categories of the PCF model

<table>
<thead>
<tr>
<th>Main activities included in the business model</th>
<th>Process categories according to PCF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water extraction and treatment</td>
<td>Deliver Products and Services</td>
</tr>
<tr>
<td>Sewage treatment</td>
<td>Deliver Products and Services</td>
</tr>
<tr>
<td>Water and sewage distribution</td>
<td>Deliver Products and Services</td>
</tr>
<tr>
<td>Exploitation of water and sewage network</td>
<td>Manage Customer Service</td>
</tr>
<tr>
<td>Investment and modernization</td>
<td>Acquire, Construct, and Manage Assets</td>
</tr>
<tr>
<td>Licenses, rules</td>
<td>Manage Enterprise Risk, Compliance, Remediation, and Resiliency</td>
</tr>
<tr>
<td>Regulations, tariffs</td>
<td>Market and Sell Products and Services</td>
</tr>
<tr>
<td>Contracts with clients</td>
<td>Market and Sell Products and Services</td>
</tr>
<tr>
<td>Participation in tenders</td>
<td>Acquire, Construct, and Manage Assets</td>
</tr>
<tr>
<td>Organization of tenders</td>
<td>Acquire, Construct, and Manage Assets</td>
</tr>
</tbody>
</table>

Source: Internal materials of SWNS.

Customer service processes are mostly associated with broadly understood network exploitation that is network maintenance ensuring failure-free exploitation, but also removing failures, conducting repair, modernization and investment works. The key elements of the business model demonstrate where the water company focuses its attention. In our case these are production and distribution processes, network maintenance processes, legal adjustment processes in water and sewage management, as well as processes of shaping prices which, apart from economic calculation, also depend on the valid legal regulations and the current utilities policy implemented by territorial self-governments.
6. Conclusions

The application of a business model to create process architecture in a utilities company is of vital significance if we take into account management practices in utilities entities in Poland. Another important aspect in creating process architecture in an organization is the use of benchmarking. The article presents the PCF Model, which is currently used all over the world as a benchmarking model. Undergoing constant modifications, the model has been developed for several years and it has been gathering information from all over the world. Therefore it is considered to have become one of the most important standards in classifying organizational processes. The combination of the business model and the model of process classification allows us to better understand the activities of a business entity and to identify the basic value chain and the main categories of business processes, both support and management ones. Initially it also helps us classify processes and align responsibilities in the current organizational structure of an enterprise.
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NEW APPROACH TO BUSINESS PROCESS MANAGEMENT IN CONSTRUCTION COMPANIES

Marek Szelągowski¹

Abstract
The challenge that construction companies are faced with at present is the unique character of each executed investment. Each subsequent project is different. The projects differ in terms of the constructed objects, their architecture and functions, client needs, the standard of internal finishes, and rules of cooperation with the investor. Even if the constructed object is following the same blueprint, it is nonetheless different in terms of its immediate surroundings, its neighboring infrastructure, access to the construction site, its organization, and the requirements of the investor or local authorities. On the example of leading Polish construction companies (belonging, in fact, to leading European companies), the article points to the challenges associated with implementing process management in construction companies. The unique character of each investment, their ever-changing conditions, and the concurrent complexity of the executed business processes require the companies to search for new methods of modeling and implementing process management. This requires an approach to process modeling, in which the fundamental goal is no longer the search for or the implementation of a single “ideal process.” The aim of the research was to find principles of practical process design; ones which would enable the adaptation of processes to the requirements of specific contracts in a transparent and workable manner. The article will showcase different attempts at overcoming these challenges, as well as point to the similarities between the prepared solutions, which account for the use of process management in accordance with the concept of dynamic BPM and alongside knowledge management from the onset of the modeling phase. The proposed solution uses the most popular BPMN 2.0 notation standard to model processes, which means that it can be used in standard implementations of process management.

Keywords: business process management (BPM), unstructured processes, dynamic BPM (dBPM), process mining, communities of practice (CoP), business process management system (BPMS), knowledge management (KM), knowledge acquisition, active knowledge modeling (AKM), process-oriented knowledge management (pKM).
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1. Introduction

Clients seek individualized products and services which are customized in terms of features, tailored to their individual preferences and habits, with instant on-demand shipping, an attractive price, and excellent quality. The expectations above force companies to change their management from market-oriented, and thus intended for the statistical, common-denominator client, in favor of management oriented on the individual client instead. This pertains to the construction sector in particular. A great challenge that construction companies are faced with is the unique character of each executed investment. Each subsequent project is different. The projects differ regarding the constructed objects, their architecture and functions, client needs, the standard of internal finishes, rules of cooperation with the investor, etc. Even if the constructed object is following the same blueprint, it is nonetheless different concerning its immediate surroundings, its neighboring infrastructure, access to the construction site, its organization, and the requirements of the investor or local authorities. In other words, no two construction projects are alike. The unique character of each investment, their ever-changing conditions, and the concurrent complexity of the executed business processes require the companies to search for new methods of modeling and implementing process management. Traditional, static process modeling, which concentrates on detailed descriptions of the logic behind executing a given process, leads to the creation of diagrams, in which “everything is connected to everything else”. In practice, it is indeed the case that a large number of process tasks must be followed up with the option of holding consultations or negotiations, restarting the execution, or delegating the decision to the supervisors., When we also consider the fact that the traditional approach to quality management and process management process performers must strictly execute processes designed by their supervisors, modeling becomes the proverbial mission impossible. How is it possible to combine a single process enforced throughout the organization with the full individualization of investor requirements? This requires an approach to process modeling, in which the fundamental goal is no longer the search for or the implementation of a single “ideal process”.

From the perspective of the organizations taking part in the project the aim of the research was to find principles of practical process design; ones which would enable the adaptation of processes to the requirements of specific contracts in a transparent manner transparent to the process performers, and one which enables the management of the investment execution. At the same time, the principles of describing and executing processes which were formulated in the course of the research had to enable the analysis of ongoing or finished processes. Finding the answer to this
fundamental question depends on answering several other, seemingly basic questions: When should organizations implement dynamic business process management? What risks are involved with the traditional, static management of processes which are dynamic in nature? What are the benefits of dynamic business process management to organizations? What is the role of hidden knowledge in dynamic business process management? Such questions are crucial in overcoming the limitations to implementing process management in organizations that are covered in the article, such as e.g. problems in communicating process maps and models due to their increasing complexity; traditional implementations of process management strengthening a culture of no responsibility; the loss of uncovered hidden knowledge due to the failure to integrate process management with knowledge management.

2. The process map

The article presents the results of research on the approach to business process modeling in three leading Polish construction companies: Budimex, Eiffage Polska Budownictwo, and Strabag. The research showcased herein was inspired by specific management activities undertaken almost contemporaneously in all three companies with the aim of making ground for the implementation of a workflow system (Budimex), preparing for the overhaul or improvement of an ERP system (Eiffage Polska Budownictwo), and implementing lean management (Strabag). The article was prepared on the basis of a series of interviews and workshops with the managers and employees of departments performing implementation activities, as well as by their analytical and implementation documentation.

2.1 The process map of a construction company

In accordance with the methodology of Business Process Redesign (BPR), process analysis in each of the companies began with the identification and creation of a process map aligned with the strategic direction of each company (Davenport & Short, 1990). During this stage of research, all of the expectations above responded to the following three questions:

1) Which processes comprise the main process?
2) What are the main support processes?
3) Who is responsible for the support processes within the organization?

Despite differences in nomenclature in regard to specific processes, the process maps of all of the companies were almost identical and were on the “n” level in accordance with the APQC model (APQC, 2015). The process map is presented in Figure 1.
Differences pertained to the detailed description of support processes (e.g. in Strabag “Infrastructure & Resource Management” was singled out as a specific support process). Alternatively, the handling of fundamental document groups or data on the level of the process map itself (e.g. in Eiffage Polska Budownictwo the process map included a schedule database, while in Strabag the onset of the Construction Process includes the preparation of a purchase schedule in cooperation with central purchases).

In all of companies above, the process of “Subcontractor Selection” figured as a fundamental element of the “Construction & Assembly Production” process, alongside the “Contractor Acquisition” process and the “Products & Services Purchase” process. For construction or development companies, this process functions as one of the most essential processes, one which often has a decisive role in whether a given project is profitable (or not) and whether the project is performed on time and its results are of appropriate quality. A wrong choice in selecting subcontractors could result in adverse economic conditions (adverse prices, payment terms), performance conditions (issues with schedules and quality), or organizational conditions (e.g. the loss of a subcontractor mid-project). At the same time, the “Subcontractor Selection” process is the process in which companies verify their knowledge.
on the subcontractor and building materials market in the most direct manner available. For those reasons, this process has been selected for the subsequent, detailed stage of this research.

2.2 The “Selection of the Subcontractor of the site” Process Model (traditional)

The “Subcontractor Selection” process under evaluation comprises part of the main “Construction & Assembly Production” process. In some of the companies that took part in the research, parts of this process are also used in the “Contractor Acquisition” and “Products & Services Purchase” processes in order to perform a preliminary selection of subcontractors during the construction investment quotation stage.

During this stage of research, all of the companies responded to the following three questions:

- Is there a separate “Subcontractor Selection” process within the organization?
- What are the differences between the static “Subcontractor Selection” process presented in the diagram in Figure 2 & 3 and the process performed (in force) in the organization?
- Is the organization capable of accepting the dynamic model presented on Figure 4?

All of the companies that participated in the research confirmed that their “Subcontractor Selection” process is almost identical to one presented in the diagram from Figure 2 and 3. The main differences pertained to the level of depth (the number of steps), and the number of designed feedback loops crucial for the operations to be in concert with the interests of the organization.

One of the problems which all companies faced was the complex nature of the “Subcontractor Selection” process and the resulting problems with the supervision of its execution, as well as its computerization. In Budimex, the process was the simplest and comprised of a mere 13 steps and several feedback loops. In all of the companies, repeated attempts at its simplification resulted in the heated protests of individuals responsible for construction projects, who did not consent to be forced to operate within a workflow out of par with the conditions of the projects and market practices. Furthermore, these individuals contributed multiple thoughts and ideas pertaining to good practices, which should be included in the process itself, as well as in the ICT tools supporting its performance. In most cases, proposals for expanding the “Subcontractor Selection” process were formulated in a conditional manner: “according to circumstance...”, “sometimes I’d like to...”, “it would be good if...”, “sometimes I check whether...”. Another category were wishes regarding
Figure 2. Diagram of the “Subcontractor Selection” static process (part 1)

Figure 3. Diagram of the “Subcontractor Selection” static process (part 2)
data and information provided by the process. All research participants provided suggestions regarding the expansion of the scope of possible process evaluations. The individuals making the suggestions even accepted the ensuing larger time load associated with such an expansion. In all cases, the expectations were the result of specific situations stemming from the ongoing performance of contracts. For example, it was postulated that it should be possible to run a full comparative analysis of the “Subcontractor Selection” process for two subcontractors, should their respective quotations differ less than 1% in value, particularly when the cheaper subcontractor started world before the selection has been approved by the supervisors.

All research participants agreed that the further complication of the process in its current variation would make its computerization and management even harder. On the other hand, not introducing the postulated changes to the standard process model within the organization means that practical process performance deviates from the process model itself. Regrettably, knowledge on such operational deviations falls completely outside the reach of the company’s management. Hence it is not assessed nor accumulated with the aim of its further implementation within the organization. Because the further complication of the process model is unwanted, in the research it was suggested instead to change the aims, as well as the methods of its modeling. Because of the risks mentioned above involved with the static modeling of processes which are dynamic in nature, this suggestion has been accepted by all of the organizations taking part in the project. Dynamic process management becomes the standard which replaces BPM. Organizations should perhaps decide on a partial implementation of dynamic process management in those instances where the beneficiaries of the process expect or the competition forces the complete customization of the process to the conditions of a specific implementation, or even its individualization?

2.3 The “Subcontractor Selection” Process model (dynamic)

On the basis of the research, a “Subcontractor Selection” process model has been prepared with the use of dynamic elements compliant with the BPMN 2.0. notation standard. The “Subcontractor Selection” process has been modeled on the highest level of the process. The entire process (construction project, developer project) was divided into technologically unified (sector-specific) tasks. The subsequent selection of a subcontractor for each of those tasks is achieved within the “Subcontractor Selection” sub-process. It is initiated independently for each task. In Strabag, in the course of an analogous process, the division into scopes is already performed during the investment calculation stage (the “Contract Procurement” process), and later in the course
of the “Investment Performance” process the division into scopes is reassessed and verified on the basis of experience and the offers at hand.

The “Subcontractor Selection” process offers the contract manager the option of performing the following 4 actions:
- Subcontractor quotation management,
- Comparison table analysis and post-meeting notes analysis,
- Consultations within the organization,
- Selecting the subcontractor(s) for a given task.

The aforementioned actions can be performed multiple times and repeated in a sequence resulting from the current state of construction, the actions of the designer, the investor, the subcontractors, the public administration bodies, as well as the type of construction, the technology (included in the project or substitute), the completion schedule, and other unforeseeable factors.

**Figure 4.** Diagram of the “Subcontractor selection” process in the dynamic variant

At the express request of the practitioners, the process has been supplemented with two tasks resulting from events independent from the decisions of the contract manager:
- Management of adjustments to the requests for quotation (e.g. due to discovered discrepancies in the documentation, shifting schedules, investor decisions.)
- Management of a breached contract (e.g. due to not receiving an advance payment on time, the contract being canceled by the ordering party).
The modeled process is performed on the basis of standard documents and a quotation database included in the diagram. In the case of the companies included in the research, the documents had different graphical templates and required different software, but their functions were nonetheless identical.

In the proposed process model, the process performer is given the full freedom to make decisions pertaining to his or her work. The process performer he or herself will decide on the sequence and the eventual need to repeat specific tasks, as well as the specific moment of selecting a subcontractor and submitting the decision for approval to authorized individuals (e.g. the supervisor and/or responsible individuals in central purchases). In effect, the proposed process model has multiple qualities, which thus far were regarded as belonging to the domain of Case Management (Belaychuk, 2011). Knowledge of the full context of the performed process is available to be assessed during and after the process performance itself. This has been achieved without burdening the process with additional decisions or feedback loops.

2.4 The “Subcontractor Quotation Management” Process model

The “Subcontractor Quotation Management” process is a fundamental subprocess of the “Subcontractor Selection” process. All companies participating in this stage of research were tasked with supplementing their process workflows with their used documents and fundamental data.

Within the standard model prepared in the course of research and depicted in Figure 5, the process is comprised of 5 tasks. In the case of Strabag, however, the process was divided into not 5, but a total of 8 tasks. In comparison with the process selected as the standard model (Figure 6), the Strabag process also accounted for:

1) Receiving preliminary quotations (quotations, e-mails).
2) Technical and business meetings, procurement of binding quotations (quotations and protocols).
3) Selection of finalists.
4) Business negotiations.

As in the previous process, tasks are performed according to the decisions of the process performer. He or she decides on the number of times subcontractor candidates will be selected, the number of adjustments to requests for quotations, as well as the number of meetings required to select a subcontractor for a specific task. When we label the subsequent tasks of this process as:

A – Selection of subcontractors,
B – Submission of a request for quotation to a selected subcontractor,
C – Submitting the quotation,
D – Meeting with the subcontractor,
E – Assessment of the quotation,
and the passage from one task to another with “→”, we can present the basic performance of the process as:
A → B → C → D → E

**Figure 5.** The “Subcontractor Quotation Management” process

The model presented in this article fulfills the requirements set by Strabag by imposing the requirement of repeating the „Subcontractor quotation” and „Meeting with subcontractor” tasks twice for all selected subcontractors and participants of the final proceedings. In such a case, we can present the process as:
A → B → C → D → C → D → E

Of course, performances of the process are possible in which account for multiple negotiations with the subcontractors and e.g. allow for changes to requests for quotations, as well as submitting quotations a multiple number of times within a single process. In such a case, the process within the BPMS system looks as follows:
A → B → C → D → D → B → C → D → E → B → C → D → D → E
Of course, each task is accompanied with data on its duration, as well as data on the submitted quotations or negotiated terms and conditions of implementation.

The description of an ongoing (or completed) process will complicate further if we take into account the subsequent management of quotations from multiple subcontractors. Nevertheless, the simplicity and the flexibility of the description, as well as the transparency with which one can analyze the work of contract managers or teams leading sales negotiations resulted in the delight of both process performers and their supervisors.

The sole limitation imposed by the methodology of dynamic BPM on the contract manager is the requirement of documenting the performed tasks on an ongoing basis by preparing requests for quotations in the system, entering quotations and post-meeting notes into databases (Szelągowski, 2014). The role of the IT system is the presentation of data entered into the system and their comparative analysis via e.g. the creation of comparison tables and making data available to other authorized employees within the organization. It is also possible to define rules according to which the system will automatically direct the attention of its users to specific data configurations, such as an exceptionally low price (e.g. at least 30% lower than the competition), a quotation submitted by a subcontractor with a negative qualification, or exceeding the time of subcontractor selection by more than 5 days.

2.5 The “Selection of Subcontractor Candidates” Process model

In all of the companies which participated in the research the “Selection of subcontractor candidates” process is performed in cooperation with the central unit responsible for sales. A list of potential subcontractors is determined – preliminary during the quotation stage and final during the execution stage. In the case of especially large and fundamental scopes of deliveries and performed works (e.g. deliveries of concrete, bitumen, or steel), the process is handled not by construction, but by central purchases, usually on the basis of long-term framework contracts.

Its aim is the selection of candidates for subcontractors among companies with prior work experience (qualified) and the ongoing search for new subcontractors among companies recommended by the Investor, subcontractors operating on the local market (small and medium-sized enterprises in particular), large global companies entering a given market. When labeling as before the subsequent tasks of this process as follows:

A – Analysis of ordering party requirements,
B – Analysis of the subcontractor database,
C – Search for new subcontractors,
D – Consultations with supervisors and coworkers,
E – Creation/update of list of subcontractors asked for quotations,

we can describe the common “authoritary” variant of the process as
D → E

The standard variant in the companies which participated in the research looked as follows:
A → B → C → D → E or A → B → C → D → C → D → E or ……

![Diagram](image)

**Figure 6.** The “Selection of subcontractor candidates” process

### 3. Conclusions and future works

Process identification projects are currently underway in all of the organizations in question. The two main goals of implementation are:

1) Raising the effectiveness of business process performance.
2) Allowing for the collection and management of knowledge on the business processes performed within the organization.

The first goal of implementation is self-explanatory. The possibility of achieving the second goal is the indirect result of a change in approach to process modeling, which was formulated in the course of this research project. Its main goal is no longer the detailed (as exact as possible) reflection of the actual process performance (control flow). It is no longer required for the modeled process to prohibit actions which deviate from the “ideal” standard process. In the construction sector, where each investment is unique, there is no place for a single “ideal” process map. Hence the modeled standard process is meant to support its performers, providing them with the option of dynamically shaping their work according to well-proven best practices resulting from specific case studies. The proposed solution fulfills the requirements above by making available, within a business process modeled in accordance with BPMN, functionality which was thus far associated with
Case Management systems. Further works on the subject should determine whether this approach offers the practical combination of both concepts and their tools. (Knudson, 2014; Silver, 2014; Knudson, 2015; Palmer & Sanchez, 2015).

At the same time, it is essential to consider as one of the main goals of process modeling the collection, verification, and rapid dissemination within the organization. In addition, the knowledge on particular subcontractors and their quotations, the subsequent work on ongoing or completed projects, as well as well-coordinated knowledge on available materials and solutions, their prices, availability, failure rates in the warranty period (Venkateswaran & Aundhe, 2013).

As demonstrated in the article, the implementation of a BPMS system A.D. 2015 can enable the day-to-day collection and use of knowledge on process performances and their results. In such analyses, there is no need to use specialized software from the field of process discovery. By implementing BPMS (of course without forgetting about its integration with the existing ERP system) and having access to full data on the context of a given process performance in the event logs, we can replay, analyze, and compare the actual performance of a dynamically-modeled process with a standard process “as of today” (Process Mining Manifesto, 2012). It will suffice if BPMS analyses offer the possibility of:

- assessing of completed (ex-post) and ongoing (on line) single processes or performing comparative analysis on groups of processes,
- assessing changes (of values, and trends) to fundamental codified knowledge elements in relation to performed processes.

For all intents and purposes, this means that for construction companies, process mining is no longer a „novelty” from literature. Nor is it a methodology or technology which would require additional decisions and additional implementation. Process mining is a natural, expected element of business process management in accordance with the concept of dynamic BPM. Questions which will need to be answered in the further course of research are: How to effectively make use of exploration process techniques (process mining) to obtain and analyze practical knowledge? How to verify such uncovered hidden knowledge on a daily basis? And how to use such knowledge to gain a competitive advantage?

For the time being, none of the companies which took part in the research had formalized knowledge management processes. For example, in Strabag a formal exchange of information between construction projects takes place only via workshops based on case studies organized by the central departments of the organization. Of course, in all of the companies, there are informal processes of knowledge sharing at hand, which are based
on informal communities of practices. However, in order to accelerate knowledge management processes and achieve full efficiency, it is crucial to establish a strong connection between the performed processes and knowledge management processes within the organization. This requires further changes in the approach to process modeling in the near future. It is crucial to combine within one model elements of process description (BPM, or rather – dynamic BPM) and knowledge management (KM), as well as to integrate operational processes and their resulting knowledge management processes within the general process model of the organization (Remus & Schub, 2003). From this perspective, future articles should touch upon the subject of using process mining as a natural connective point between the methodologies of BPM (rather dynamic BPM) and Knowledge Management.
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THE USE OF A BUSINESS MODEL IN DESIGNING AND OPERATIONALIZING PROCESSES
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Abstract
The operationalization of a business model in particular areas requires the application of appropriate management concepts and methods. One of such concepts is Business Process Management (BPM), founded on an assumption of complex management of an organization aimed at providing value to customers. Simultaneously, designing a process-based organization calls for a proper understanding of the business model of an organization, its key elements and mutual relations appearing in the model. This paper demonstrates the relationships between a business model and process management, as well as the usefulness of the BPM concept in developing a business model.

Keywords: business model, business process management, BPM, value, customers, research, operationalization.

1. Introduction
Analyzing the growing interest in business models, we should notice that it has been accelerating at an unprecedented speed since the mid-1990s. If we compare this growth with the increasing interest in business models, commonly recognized as one of the key aspects of the operations of an organization (Figure 1), we will undoubtedly see that it is an intriguing result.

The “y” axis of the presented graph determines the percentage share of the key words: business model and business process in the total number of words in books published from 1950 to 2008.
We may risk putting forward a thesis that business models fill a methodological gap in designing organizations and they might push the strategy to the operational level. In the classical presentation, the starting point in designing processes was the strategy of an organization, whose role in management has long come in for a lot of criticism. It should be noticed that in the perspective of the shortening production cycles in the economy, the strategy of an organization provides answers to the following questions: how to implement processes and what level of revenues and costs will allow us to accomplish our goals? These activities are performed on the degree of business analyses focusing mostly on process efficiencies, thus on the effectiveness of the operational activity of an enterprise.

However, in order to indicate which processes should be implemented in the long or short run, we need to take a broader look, bearing in mind the current dynamics of changes in the environment and customers’ expectations. It is possible that business modeling is a more useful tool in developing innovativeness in an organization. The full understanding of the business model by employees facilitates the search for innovative solutions in providing customers with desired values through the implemented processes. These two concepts are interrelated, especially when we consider value generation, which plays a vital role in business models, designing and improving processes in an organization.

The article is divided into four sections. Apart from the introduction, the article presents elementary definition issues, the main methodological assumptions of the article and the business model and business processes of an organization selected for analysis; that is Library X. The article ends with conclusions and indication of further directions for research.
The primary goal of the article is thus to indicate the common elements and dependencies between the business model and process management of a selected organization. Both business model and business processes should be created taking into account opportunities and threats posed by the external environment of the organization (Figure 2). It is worth noticing that the analysis of opportunities and threats is performed in order to evaluate the business model and then to create a strategy for the organization. First, an idea of a venture must originate, followed by the calculation of the conditions for implementation, not the other way round. That may explain why business models have more to do with visionary work that a business strategy based on economic calculation. In search of innovations, business models generate by far better opportunities, since fewer barriers emerge when they are created (see e.g. Balboni & Bortoluzzi, 2015; Freiling, 2015; Günzel-Jensen & Holm, 2015; Harima & Vemuri, 2015; Jokela & Elo, 2015; Müller & Vorbach, 2015; Straker & Wrigley, 2015; Torkkeli, Salojärvi, Sainio & Saarenketo, 2015).

**Figure 2.** The diagram of the relations between the environment, the business model and the business processes

Business models cover the areas of analysis which should be conducted with reference to the organization’s environment; that is opportunities and threats related to the value proposed to customers. However, for the needs of operationalizing the business model, it is necessary to develop or refer to methods which will allow us to relate to the relations between particular elements and consequences of revenues and costs.
2. Business model and business processes definitions

The business model is perceived through value creation for customers and in building a model directed at providing such value (Aspara, Lamberg, Laukia & Tikkanen, 2013; Chesbrough & Rosenbloom, 2002; Johnson, Christensen & Kagermann, 2008; Magretta, 2002; Morris, Schindehutte & Allen, 2005; Teece, 2010; Zott, Amit & Massa, 2011). It determines the details of a value proposal to stakeholders of an organization and the system of activities (processes) performed in order to create and deliver value to customers (Seddon, Lewis, Freeman & Shanks, 2004). Let us adopt, after Johnson (2008), that the business model is a value proposal for the customer, a profit formula, key resources and processes in the context of creating and delivering value to customers. On the other hand, we may assume after Zott and Amit (2010) that a business model is a new unit of analysis, a holistic perspective allowing us to determine how organizations conduct their activity, with emphasis placed on activities (processes) and value creation. The business model particularly stresses the measures of the value, its sources, value for a customer, value proposal and aspects related to the so-called network architecture (Kay, 1995) between an organization and external partners. The business model is also often defined in the context of conceptualizing ties between an organization and its stakeholders, especially customers (Baden-Fuller & Morgan, 2010) and concentrates on cooperation, partnership, joint creation of value, recognizing the interdependence of the performed activities as an essence of the business model (Zott & Amit, 2010).

Osterwalder and Pigneur (2010) propose the most complex business model canvas. They perceive the business model as an outline of the strategy which is to be implemented within the organization's framework, processes, and systems. The business model describes the premises behind the way in which an organization creates value, secures and draws profits from this created value (pp. 18-19). Among its nine key elements, the central position is occupied by the value proposal, which corresponds to the customers’ needs, followed by:

- customer segments serviced by the organization,
- channels through which proposed values reach customers,
- relations which are shaped with particular segments of customers,
- revenue flows, which stem from the implementation of the value proposal,
- key resources, that is assets necessary to formulate and satisfy previous customers’ needs,
- key activities are undertaken by the organization in order to create and deliver value to customers,
- key partners with whom the organization cooperates in order to gain value for customers,
• cost structure which indicates how particular elements in the Model generate costs.

Analyzing the activities undertaken by the organization to create and deliver value to customers we need to define the problem area of this element of the model. Actions are taken in a determined organizational configuration. For over two decades the process approach has dominated the economic ventures in the organization. The process approach to organizational management dates back to the concepts of a production system described by Taylor at the beginning of the 20th century (1911). Organizational processes gained popularity with the emphasis on quality and statistical methods in management and with the appearance of the TQM (Total Quality Management) concept. In the past decade, the development of integrated IT systems of management has led to the development of process management concepts. At the beginning of the 21st century, a holistic concept of Business Process Management (BPM) originated, reflecting previous approaches, such as Business Process Reengineering (BPR), Enterprise Application Integration (EAI), or Workflow Management (WFM). The holistic evolution of the process approach has been noticed by, inter alia, Smith and Fingar (2003, 2007). At present, BPM approach is used in a wide context and it refers to enterprise organization, process architecture, methods, techniques, and tools – mostly IT ones, used for mapping, automating and improving processes. BPM now constitutes a holistic concept of organizational management based on the assumption that processes are a key mechanism for delivering value to customers, as well as to owners and other stakeholders. The assumption concerning the delivery of value to customers through processes goes well with the business model concept proposed by Osterwalder and Pigneur (2010), for whom key activities are aimed at creating and delivering value to customers.

One of more popular models used in designing processes is the SIPOC model (Suppliers, Inputs, Process, Outputs, Customers) presented by Pande, Neuman and Cavanagh (2003). The model assumes that a process is designed by determining the recipient’s requirements and expectations, which constitute input data and define the goal which we try to accomplish. The output data shows whether the assumed level of customer satisfaction has been achieved or not. The total client-orientation in the process approach means that in operationalizing the business model in key activities, we should use the BPM concept.

3. Research questions and methodology

The subject of the research is to identify the relations between the business model and process management, as well as the possibilities of using BPM
in operationalizing the model. The subject of the research is a university library which also provides its services outside the academic community. The choice of the library as an object of our research was intentional, related to the implementation of a research project (see footnote 1), which analyzes four case studies. One of them is the above-mentioned library.

First of all, the business model of the library was identified with the *business model canvas*, and then it was evaluated, taking into account the strengths and weaknesses of the library and the opportunities and threats provided by the environment. Then, on the basis of the identified principle activities and resources, a map of processes was developed, following the BPM approach, which differentiates core business processes and supplementary processes and their significance to the process management. It was demonstrated that process modeling is connected with creating value for customers, whereas the designed value chains aim at transforming resources in order to create and deliver value to customers.

BPM allows us to determine relations between processes and other process elements. To achieve this, we indicated the relations between processes, activities and resources. Tying these elements ensures better control of costs incurred in the implemented processes.

Bearing the above in mind, the following research problems were formulated:

1) What are the common elements and interdependencies between the business model and process management of the selected organization?
2) How does the use of the business model concept determine the operations of the organization?
3) How does the use of BPM support the operationalization of the business model?

The survey is based on the analysis of documents and questionnaires, which allowed us to interpret them and to come to certain conclusions.

4. Business model and business processes of the selected organization

*External environment: opportunities and threats*

Library X enjoys a good reputation in the community, associated with a high position of the University within which Library functions, not only in the national education and research market. There are a number of factors conducive to this, such as the growing importance of technical education observed in the past few years, the openness of University graduates as Library regular customers – they consolidate the trend of combining science and technology with an economy whose main resource is knowledge and its
use. Moreover, efficient flow of information and access to the latest research results helps identify the gap in the commercialization of research results; finally promoting access to scientific research results in open access form. Also, the location of the Library is important – in the center of the country, favorable for all cooperation and being a leading unit providing high-quality services.

The position of the Library as a scientific and educational unit depends on the expenditure on its operations and development. Therefore, it is essential to obtain new library software of new generation – ALMA – and to gain and use the maximum amount of project means from Horizon 2020 program for investment and expanding the collection. The accomplishment of this goal is supported by the Act of 29th January 2004 – Public Procurement Law, which anew defines the university responsibility to purchase library materials following a simplified procedure which does not require that libraries should organize public tenders to buy the collection. Moreover, the Library as a didactic unit is exempted from paying VAT tax for equipping it with computer hardware and the latest software.

The Library’s cooperation with international libraries offers a possibility of gaining knowledge on new trends, whereas its participation in the Europeana project gives it an opportunity to join the digital library of Europe. On the national level, cooperation with BIP MSW helps to share the collection; it is equally important to cooperate with faculty and institute libraries and to have stable relations with suppliers with barter exchange of benefits. The Library has benefited from numerous projects implemented within the Science Popularization Activities (SPA), aimed at improving the quality of services offered by the University Library and IT system, as well as better utilization of the collection.

The Library sees an opportunity for itself in transforming into a key scientific and research unit on the Master’s degree level and in providing access to its resources from any place or computer. An important role is played by the regulators (for example Rector), who are open to initiatives and to the implementation of legal provisions while providing financial support. It is also considered whether services should be centralized as far as university administration is concerned, as it ensures efficient management.

There are also a lot of negative factors affecting the operations of the Library. They may be divided into macro and micro factors. On the macro level, these comprise the lack of firm policy of higher education sector development and the principles of financing it; legal regulations which deregulate the profession of a certified librarian and relatively low salaries in library professions; or the implementation of new regulations concerning Health and Safety. We should also mention the risk of concluding unfavorable
long-term contracts and high costs of purchasing the collections and the general equipment and exploitation. The biggest threats, however, are connected with financial risk, including: ceasing the financing of national licenses for access to basic scientific information sources; threatening financial liquidity and inability to meet obligations or changes to the system of financing the Library. On the micro level, apart from financial threats, there is a risk of possessing equipment and software that does meet the minimum technical requirements, the partitioning of the Library and its dispersion, decentralization of the library and IT system as well as internal conflicts among employees.

**The business model**

In order to identify the Library business model, we used the concept of Osterwalder and Pigneur (2010) and then we characterized nine elements included in the **business model canvas** (Table 1):

**Table 1. The components of the Library business model**

<table>
<thead>
<tr>
<th>Business model components</th>
<th>Attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>- quick access to the collection and new items in a given field;</td>
</tr>
<tr>
<td></td>
<td>- number of collections adequate to orders;</td>
</tr>
<tr>
<td>Value proposal</td>
<td>- place where collections are available (distance, free access to the</td>
</tr>
<tr>
<td></td>
<td>premises);</td>
</tr>
<tr>
<td></td>
<td>- access to electronic resources;</td>
</tr>
<tr>
<td></td>
<td>- ease of finding collections</td>
</tr>
<tr>
<td></td>
<td>- well-stored works (visible all over the world)</td>
</tr>
<tr>
<td></td>
<td>- information services;</td>
</tr>
<tr>
<td></td>
<td>- regular notification on the deadline for the borrowed book;</td>
</tr>
<tr>
<td></td>
<td>- efficient and regular contact with the library using forms: Ask the</td>
</tr>
<tr>
<td></td>
<td>Librarian, Propose for the Collection;</td>
</tr>
<tr>
<td></td>
<td>- home page of the Library;</td>
</tr>
<tr>
<td></td>
<td>- access to the reading room 71 hours per week;</td>
</tr>
<tr>
<td></td>
<td>- ensuring a place for quiet individual and team work.</td>
</tr>
<tr>
<td>Customer segments</td>
<td>- scientists, lecturers;</td>
</tr>
<tr>
<td></td>
<td>- students;</td>
</tr>
<tr>
<td></td>
<td>- hobbyists;</td>
</tr>
<tr>
<td></td>
<td>- children, youth, senior citizens.</td>
</tr>
<tr>
<td>Distribution channels</td>
<td>- website;</td>
</tr>
<tr>
<td></td>
<td>- system of visual information;</td>
</tr>
<tr>
<td></td>
<td>- 4 Binfo monitors;</td>
</tr>
<tr>
<td></td>
<td>- leaflets;</td>
</tr>
<tr>
<td></td>
<td>- electronic mail;</td>
</tr>
<tr>
<td></td>
<td>- messages passed at the Senate and Faculty meetings;</td>
</tr>
<tr>
<td></td>
<td>- free access (reading room).</td>
</tr>
<tr>
<td>Business model components</td>
<td>Attributes</td>
</tr>
<tr>
<td>---------------------------</td>
<td>------------</td>
</tr>
</tbody>
</table>
| **Customer relations**    | - personal;  
- automated relations (ordering via library website)  
- access to electronic resources via HAN system;  
- digitized relations (remote access, contact). |
| **Partners**              | - Faculties;  
- University libraries;  
- other external libraries;  
- suppliers of collections. |
| **Key resources**         | - human resources; competencies in library science, sciences, information science, information and communication technologies, marketing, negotiations, pedagogy, multimedia presentations;  
- tangible resources: rooms with equipment allowing the library, reading room, storage area and archive work, educational classes, equipment in the computer lab, office equipment (computer hardware);  
- intangible resources: software, integrated IT system, Aleph, Oracle, Omega-Psir, Zotero, ProShow, DLibra, Program Han, Java, Moodle, ReWorks, SAP, USOS, ZSB. |
| **Key activities**        | - core processes: identifying the needs of library customers, gathering, developing, record-keeping library resources, informing and educating customers, sharing library resources;  
- support processes: personnel processes, financial and accounting processes, IT processes – LAN administration, technical maintenance. |
| **Revenue flows**         | - university subsidies, a didactic subsidy from which general university subsidy is singled out (part from statutory research);  
- subsidy from Ministry of Science and Higher Education; SPA  
- income from providing services;  
- special fees for returning books past the deadline. |
| **Cost structure**        | - salaries;  
- purchasing collections;  
- material and energy consumption;  
- depreciation;  
- internal services (costs of use, purchases from own publishing house). |

Source: Based on Ujwary-Gil (2016, pp. 919-920).

These elements of the business model concern not only the most important resources and key activities in the value chain of the organization, but also value proposal, customer relations, distribution channels, customer segments, cost structure and revenue sources – which allows us to compare a given model with other models existing in the market, in spite of different configurations of their constituting components.
Business processes

Creating values proposed in the business model requires, among other things, appropriate designing, implementation, and realization of processes. Contemporary concepts of business process management significantly refer to the importance of the value provided for customers. Therefore the architecture of organizational processes is built on chains of value delivered to customers. The ultimate value is created during the appropriately configured processes and activities that are viable due to appropriate, skillfully provided tangible and intangible resources.

The question of how a particular value is to be created is a question about the core business processes of an organization and about support processes which help provide necessary resources and services. Business processes reflect a mutual influence of people, material resources, knowledge, and information (see Figure 3 and Table 2). They help us learn how value is created in an organization, especially as there are various stages in which a product or a service are created and delivered to a customer. The main value chain covers groups of processes where the effects achieved in some processes supply further processes so as to lead to the completion of resource transformation with the provision of values proposed in the business model (Table 1) to customers from particular segments. In each organization, the implementation of core business processes must be aided with support processes, which means that support processes also have their recipients – internal customers. Although the business model mostly covers external customers and activities aimed at creating and delivering values thanks to which revenue flows are generated, it must be remembered that the incurred costs must also take into account support processes and activities. In the bottom line, they will be essential for obtaining satisfactory levels of profits.

The above map (Figure 3) presents the main activities included in the business model divided into core and support processes. However, to identify the full scope of tasks performed in the Library, we would have to present the full hierarchy of process structure. Figure 3 presents the concept of a hierarchical presentation of the chain of values, processes, and subprocesses. Process identification is conducted on various levels, leading us to single tasks. Proper understanding and design of the processes allow us to increase our control over the organization of activities and incurred costs.
Figure 3. The map of Library processes

Figure 4. A hierarchical decomposition of a value chain

Table 2. Key activities of the Library included in the value chain

<table>
<thead>
<tr>
<th>Core processes</th>
<th>Sub-processes/activities</th>
<th>Important human resources</th>
<th>Basic tangible and intangible resources</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Identifying the needs of library customers</td>
<td>Identifying the needs of particular segments.</td>
<td>Knowledge of education programs, KRK in sciences, library science, national and foreign publishing market.</td>
<td>Access to scientific bases, Pro Show, DLibra, Integrated Library System</td>
</tr>
<tr>
<td>2. Creating library resources</td>
<td>Gathering library resources. Developing resources. Record keeping of resources. Storing resources.</td>
<td>Knowledge of library science, information science, IT and marketing skills</td>
<td>Integrated IT System, Aleph, Oracle, financial means for purchasing collections, server, terminals, PCs, rooms and library equipment for office and didactic work.</td>
</tr>
<tr>
<td>3. Informing and educating customers</td>
<td>Creating the homepage. Creating a register of purchased items. Creating the visual information system. Developing promotional materials. Testing access and databases. Informing about collections. Providing answers to scientific research. Developing the education program in information education (KRK). Tailoring the program to the needs of University faculties. Trainings in methodology of research. Trainings in e-learning.</td>
<td>Knowledge of Library science, Information science, Pedagogy, ability to service websites, ability to use graphic software, didactic skills, ability to prepare and deliver multimedia presentations.</td>
<td>Binfo, Aleph, ProShow, DLibra, Program Han, Java, Computer hardware, leaflets, information materials.</td>
</tr>
<tr>
<td>4. Providing access to library resources</td>
<td>Providing remote access to the electronic collections. Creating electronic versions of documents. Creating full-text bibliography. Creating board exhibitions.</td>
<td>Knowledge and skills of organizing work in the library. Ability to use computer techniques to service databases, library website, and to provide remote library services.</td>
<td>Library premises, electronic resources, access to scientific bases</td>
</tr>
</tbody>
</table>
The business model operationalization should entail relations between particular elements. Table 2 below presents important resources used at various stages of the value chain implementation. The use of the hierarchical decomposition of processes would allow us to determine precisely the resources necessary to accomplish particular processes, sub-processes, and final tasks.

Referring to the BPM concept for the purposes of business model implementation we gain the structured methodology of designing processes and managing them. Process management allows us to identify precisely the resources needed at all stages of process implementation and thus the costs incurred.

It is worth remembering that the management process should facilitate the organization of flexible response to changes in the environment. The relevant benchmark, in this case, is the dynamic model. An interesting example is the Szelągowski’s concept (2014, pp. 151-152) for dynamic business process management (DBPM). The idea of DBPM is a practical solution for managing a learning organization. The concept is the basis for the implementation of process management according to three basic principles, which the author defines as:

- evolutionary changeability during the realization process,
- processes are considered completed only after having been documented,
- comprehensiveness and continuity. Because DBPM assumes variability, complexity and continuity of the process, the obvious consequence is permanent process improvement.

5. Conclusions

The application of the business model in identifying the activities of the library is a useful tool. It does not allow us to identify the value proposal and the segments of customers to whom the value is directed, but also the conditions in which the library functions, obtains revenues and incurs costs. The article in the business model operationalization indicates that it is necessary to use the concepts and methods of organizing business ventures which also rely heavily on strong customer orientation and consequently, on creating values recognized by customers. The literature studies, followed by the identification of the Library business model and the preliminary identification of business processes and grouping them helped us arrive at conclusions concerning the adequacy and usefulness of the BPM concept for the needs of business model operationalization. The BPM concept allows us to plan activities, coherent
with the model assumptions, which will help us to create and deliver values to particular segments of customers.
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SIGNALLING CHANGES IN THE BUSINESS ENVIRONMENT IN THE INFOLOGICAL PERSPECTIVE. THE SIGNIFICANCE OF THE „WEAK SIGNALS” CONCEPT

Janusz Bąk

Abstract

Information and decision-making processes implemented in organizations moderate relations between the organization and its environment. The organization has a possibility to anticipate the states of objects owing to the ability to receive signals and interpret them correctly. The subject of the paper is the problem of signaling changes in the business environment by (weak) signals, presented in the infological perspective which distinguishes the level of potential information attributed to an object, and active information attributed to the user. The aim of the paper is to show a problem which is cognitively interesting and still very poorly recognized empirically, namely the course and the conditionings of the effectiveness of the processes of perception and interpretation of (weak) signals about changes in the business environment.

Keywords: signaling changes, weak signal, infological perspective, environmental analysis.

1. Introduction

Information and decision-making processes implemented in organizations moderate relations between the organization and its environment. The effectiveness of these processes depends on the ability to identify undergoing changes already at their very early stage. Therefore, it is necessary to anticipate the trajectory of development on the basis of the identified events which can be linked to discontinuities following them. Objects in the business environment generate various signals, but their use in the decision-making process is conditioned by their perception and interpretation. The organization has a possibility to anticipate the states of objects owing to the ability to
receive signals and interpret them correctly. The adaptation and development
of the organization is a consequence of the use of information in making sense
of changes, generating new knowledge, organisational learning and taking
decisions.

The subject of the paper is the problem of signaling changes in the business
environment by (weak) signals, presented in the infological perspective which
distinguishes the level of potential information attributed to an object, and
active information attributed to the user. Such an approach seems adequate
considering the fact that changes undergoing in the environment are signaled,
but only few organizations recognize them properly and use them in decision-
making processes.

The aim of the paper is to show a problem which is cognitively
interesting and still very poorly recognized empirically, namely the course
and the conditionings of the effectiveness of the processes of perception and
interpretation of (weak) signals about changes in the business environment. In
this context, the following research questions seem relevant: what should be
the scope of the observation of the environment and what sources of potential
information should be used in recognition of changes in the environment
(discovering potential information?) how should the interpretation of (weak)
signals in the organisation proceed so that they could be transformed into
active information, adequate to make decision with regard to changes in the
environment? What are the barriers to the effectiveness of these processes,
conditioning the progression of the recognition of changes in the environment?

For the needs of the problem defined in this way, the conceptual and
theoretical research methodology was primarily applied, and the paper is of
theoretical character due to the lack of significant empirical research concerning
the subject thus defined. Therefore, the author is fully aware of the limitations
arising from that and the necessity to treat the article as a contribution to the
empirical research and further theoretical explorations.

2. Signals in the infological perspective

Objects, making up the statics and dynamics of the business environment,
are a source of various messages supplying decision-making processes which
we can analyze on two levels: datalogical and infological. The first of them,
the datalogical level, enables to analyze information as potential. This level
is objective information, occurring regardless of the object observer. The
datalogical level is information which is a relation defined on the elements of
the message K, which is I(K). The message itself is defined as K:=p(O,A,t,v).
The system of K thus defined is a predicate p describing object O, where A
is an argument of the predicate specifying the aspect of the description, in
specific time \( t \) and in the conditions \( v \) (Stefanowicz, 2004, pp. 13-22). Every object communicates specific information, thus, we can say that information is the content of the message. The other level, the infological one, enables to consider information as active. This is subjective information occurring in the context of its user, the problem being solved and the decision-making process. It considers the process of reception of \( I(K) \) by user \( U \) in the context of task \( Q \) being solved, namely \( I(K, U, Q) \) (Stefanowicz, 2004, pp. 13-22). Every message carries a content on the datalogical level, and it depends on the user whether it will be possible to read it on the infological level. What is crucial in this perspective is message \( K \) which consists of the ordered set of signals being a material vehicle of information.

Based on information theory, the signal is one of the basic terms related to its flow, it notifies about something, transmitting information from the source of the signal to the receiver (Oleński, 2001, p. 75). Signal sensemaking makes a sign of it, which “...signifies an object in a given information system (...), namely, it contains specific information if in a given system there is now, there was in the past, or there may be in the future an event, an object, a process or their qualities belonging to the semantic field of this sign” (Oleński, 2001, p. 85).

Pierce (1990) relates signal with sending a message, and information by means of it. This approach is connected with Shannon-Weaver general communication model (Griifin, 2003, pp. 23-56). Within this model, the information source (object) sends a message (through the transmitter (medium) encoding it into a signal), towards the destination (receiver), who, owing to the receiver (signal receiver) decodes it into a message. On the way, the signal mixes with noise, which may hinder its reception and interpretation. Coffman (1997) talks about signals as events during which objects transmit messages during an action or as its result. It is the transmission of an analog or digital pattern via any medium from the sender to the receiver, and the signal receiver can but does not have to be fixed, defined. The message is some information transmitted by its source (sender) which does not have any sense as such, it makes it only on the reception by the receiver and situating it in the interpretational context. The signal does not have to have a specific receiver, that is the object occurring in the environment is a vehicle of information, but it does not have to be addressed to anybody in particular. As Herbig and Milewicz (1996) write, signals are data from which organizations can (but do not have to) draw conclusions. Signals are emitted by objects (they are related to them) in a continuous way, filling the information space, whereas the existence of the receiver is not important. Thus, signaling is more informing than communicating (Martyniak, 1997, pp. 5-6). In such a perspective, transmitting information \( I(K) \) is a passive attribute of objects and not their...
live action. Only their reception and interpretation by a specific user creates knowledge resulting from the message carried by signal I (K, U, Q).

The message carried by a set of signals indicates its meaning for the user. The message has the same amount of information regardless of the usefulness for the receiver, but it may have different meaning and content for different receivers. Trzcieniecki (1976, p. 131) pays attention to it, stressing semantic and distinctive relations which occur between sign systems while encoding and decoding a message. It is particularly important for making decisions which depend on the level of understanding the decision-making context, and their correctness depends on the compatibility between the information and the decision. He presents the process of transforming the signal emitted by the object into a message (Figure 1).

![Information process diagram](source: Trzcieniecki (1976, p. 131)).

The task of the realized encoding and decoding processes is to order the sign system effectively, which is supposed to enable correct information processing, which is to lead to an understanding of the information included in the specific message signaled by a specific object. Understanding expresses resolving power which indicates the relation of the unambiguity between the information and the message attributed to it. In the next steps the message is used (or not) to make a decision and initiate an action (Trzcieniecki, 1976,
The transformation of signals into knowledge (Figure 2) is a result of two complementary processes: the first one is data ordering and their structuring (the process applying or discovering a pattern), and the other one is their understanding by the user (the sensemaking process).

A specific observer is exposed only to a certain fragment of the environment and pays attention only to some objects in the business environment due to physical and cognitive limitations. In the process, owing to the abilities to influence each other, which is an important mechanism in the process of facing the surrounding world, the user indicates objects in the environment to himself, and in this way manages an action. The indicated signals are extracted from the context, they obtain physical structure and sensing is made, the usefulness of the information carried by them for an action is assessed. Indicating objects and receiving signals is an uninterrupted process of information flow within which the observer perceives signals, assesses them, makes sense (by applying specific cognitive structuring) and gives significance to them, on the basis of which he takes decisions about undertaking a specific action. So that data could become information, the observer has to use the possessed interpretation patterns and by means of words and images to present data and relations among them in the way understandable to others, to enable not only intrapersonal but also interpersonal interpretation. Information becomes knowledge when users formulate and constitute the socially justified belief about their meaning.

Figure 2. Signals, data, information and knowledge
To sum up, the signal is any object O which is a material vehicle of message K and transfers information with specific attributes of the object. The notion of the signal is inseparably connected with the notion of the message, and after adding meaning and value, with the notion of information. The information flow is possible exactly owing to the transmission of various types of signals. Information (on the infological level) is related to interpretation processes arising from the reception by a specific user, therefore, information potential of the signal is not constant, and the content of the message can be read variously.

3. Signal strength and the level of the semantic field ambiguity

Every signal is a vehicle for a message which makes sense only on the reception by the receiver and placing it in the interpretational context, namely at the moment of attributing semantic field to it and making a sign out of it. As it was mentioned before, very often signals do not have a specific receiver, that is, objects occurring in the business environment are the source of information, but it is not addressed to anybody. Oleński (2001, pp. 110-112) points to three types of signs in socio-economic systems: (1) natural signs, namely symptoms, (2) iconic signs, namely images (3) commonsigns, namely symbols. The first type of signs (natural signs) are characterized by unintentional formation, and the second and the third type of signs are formed purposefully. In the context of the deliberations on signals, we are interested in natural signs; that is symptoms, not generated intentionally to pass information, but perceived by the receiver as signals informing about something. Thus, any object becomes a symptom (of something), owing to the fact that the receiver perceives it and reaches semiosis (it is conditioned by the occurrence of an object and the observer’s knowledge). Without that, a real object (the source of a signal) will not become a symptom, namely a sign being the representation of information. We can talk about three types of symptoms: (1) prospective, (2) retrospective, (3) ongoing. Considering the context of the deliberations, we are interested in prospective symptoms which carry information about the directions of changes (Oleński, 2001, pp. 110-112). Symptoms which constitute signals emitted by objects with the sense made to them are characterized by various level of the semantic field ambiguity. The semantic field of a given sign is unambiguous when: “... in the case of each identified object (...) in a given socio-economic system, on the basis of the semantic principles of a given language we can univocally judge whether the object (...) belongs to the semantic field of this sign, or not” (Oleński, 2001, p. 89). On the other hand, when the field is ambiguous, when: “... we cannot univocally judge whether within a particular system, an object (...) belongs to this semantic field or not” (Oleński, 2001, p.
In practice, it is hard to talk about the unambiguous-ambiguous semantic field dichotomy. We should rather talk about the level of the semantic field ambiguity, which is particularly high where the assessment of the sense is based on subjectivity, and (weak) signals are to indicate future discontinuities.

The «weak signals» concept was introduced to management by Ansoff (1975, 1980, 1985) and developed by other authors (Coffman, 1997; Nikander, 2002; Day & Schoemaker, 2005; Ilmola & Kuusi, 2006; Hiltunen, 2008). The idea of «weak signals» is related to Ansoff’s conclusion that changes in the environment are signaled by earlier information transmitted exactly by means of weak signals which are their indicators. He writes about strong signals: «... Issues identified through environmental surveillance will differ in the amount of information they contain. Some issues will be sufficiently visible and concrete to permit the firm to compute their impact and to devise specific plans for response. We shall call these strong signals issues” (Ansoff & McDonnell, 1990, p. 20). On the other hand, he writes about weak signals: «... Another issue will contain weak signals, imprecise early indications about impending impactful events.(..)but it is not possible to predict with confidence where and when they will occur, nor what specific shape they will take” (Ansoff & McDonnell, 1990, p. 20). In the beginning, signals are unclear, difficult to receive and interpret, and signals are weak. They occur in various contexts and form and do not attract attention as they seem to be insignificant and incompatible with the prevailing way of thinking. Only the lapse of time makes them strong and understandable to everyone. Strong signals are easily noticeable and easy to be interpreted, and they contain clear, understandable information, that is why the assessment of their impact and capabilities or threats arising from them is easy (Gustaffson & Ahola, 2016). Ansoff attributes an anticipatory character to weak signals and talks about them as about certain forerunners, symptoms of changes (signs). What becomes crucial in the identification of the direction of changes in the environment is the use of information coming from weak signals in decision-making processes and their quickest possible transformation into strong signals (the drop of the ambiguity level of the semantic field). A weak signal, being a prospective symptom having an ambiguous semantic field is a medium of the message about the object attributes and enables the identification of possible changes in advance. The possibility of using weak signals in action is the question of the ability to decrease the level of their semantic field ambiguity. Weak signals received today may be a source of information about future changes, because constituting their symptoms which have to be made more precise and detailed in the further process. Owing to the fact that there is usually a delay between their maturing and the moment of becoming the main stream, they give great opportunities to learn, grow and develop.
Weak signals have attributes presented, among others, by Blanco, Caron-Fason & Lesca (2003). They indicate their anticipatory character, qualitative significance, they are ambiguous and fragmentary, and often dispersed. Acquired, collected and processed signals may be a source of information about potential changes, but it is necessary to make them more precise, as the actions that the organization can undertake in reaction to a change in the environment are related to the strength of the received signal. The stronger it is, the more explicit and complete the information is, and the decisions taken on its basis are more rational, at the same time such signals are commonly available and do not constitute a source of knowledge which would lead to building the competitive advantage. It is also connected with the time of their use because waiting until the information is complete and fully adequate to undertake strategic planning leads to strategic surprise, and if the accepted messages are imprecise and fragmentary, their content will be insufficient to undertake detailed planning.

For Nonaka and Takeuchi (2000), knowledge is created by the information flow when it is anchored in the beliefs and commitment of the observer. However, the condition to consider any object a signal is its semantic field which cannot be empty because it makes a sign out of which, which “...signifies an object in a given information system (...), namely contains specific information if in a given system there is now, there was in the past, or there may be in the future an event, an object, a process or their qualities belonging to the semantic field of this sign” (Oleński, 2001, p. 85).

To sum up, weak signals can be defined as signals being prospective symptoms with an ambiguous semantic field. Of course, the division of signals is not a discreet division: strong – weak. We can rather talk about a continuum of which there are signals of various strength. The higher the ambiguity of the semantic field is, the weaker the character of the signal is, the lower the ambiguity, the stronger the signal is.

4. External and internal conditionings of signaling changes in the environment

Objects in the business environment in a continuous way send signals carrying messages which can potentially supply decision-making processes with information (Dutton, Fahey & Narayanan, 1983). They play a crucial role in solving operational and strategic problems since they carry messages containing information about the occurring and potential changes. The signals, however, do not have to have a specific receiver, that is, an object sends a signal being the vehicle of a message, but it does not have to be addressed to anybody in particular (the datalogical level – everything signals something).
Decision-makers can (but do not have to) take decisions and actions with regard to their identification and interpretation (Herbig & Milewicz, 1996) (the infological perspective – we do not identify and interpret all signals).

Objects in the environment are perceived by observers and can be treated as symptoms of discontinuities, but it is necessary to differentiate among the objects themselves and the sensemaking. The weakness of signals has its external and internal sources. The external weakness results from the objectively weak connection among objects in time and space. Objects can, but not necessarily have to, be linked to other objects because, on the reception of the signal, which has the source of its weakness in the environment, it is only a symptom and should be monitored as with time more signals will appear, enabling its more correct interpretation. On the other hand, the internal weakness of the signal occurs when the organization does not notice the links occurring among objects in time and space. To a great extent, it is related to the lack of identification or their wrong identification. Therefore, the weakness of signals appears everywhere where there is an objective vagueness and ambiguity of the links of objects, but also where the links cannot be identified properly.

The problem of external and internal sources of the weakness of signals is described comprehensively by Hiltunen (Hiltunen, 2008) basing on Pierce's semiotic model of the sign. He describes the problem from the angle of the object which signals, representamen which is the form of the sign; interpretant which is an equivalent of the sense made of the signal. In this perspective, the signal is a three-dimensional construct (Figure 3), depicting the trajectory of a change in its strength in the infological perspective, which consists of signal – information and its „visibility”; issue – the number of linked objects; interpretation – the level of understanding.

„Signal” and „issue” are objective (datalogical) dimensions, and „interpretation” is a subjective (infological) dimension. The above model shows the signal transformation process in three coordinated dimensions. An increase in the signal strength (an increase in the level of the semantic field unambiguity) occurs when at least one of the dimensions „increases”: the number of visible signals („signal” dimension) or the number of objects linked to the issue („issue” dimension”), or when it becomes more obvious what the weak signal may mean („interpretation” dimension). Within this approach, we deal with objective (datalogical) reality in the form of potential information, yet not all information is received and properly interpreted. Therefore, the subjective reality occurs in the form of active (infological) information.
To sum up, it should be said that the business environment is the source of signals which communicate its changes. The signals are a vehicle of specific information which by means of interpretation are changed into a message indicating its sense for the signal receiver. Within the structuring processes and sensemaking, signals are transformed into knowledge and in this area, one should perceive their usefulness for management – they are the source of knowledge about the environment and the supply for decision-making processes. What deserves special attention are those signals which are weak, have an ambiguous semantic field, are the sign of changes, on which the prospective knowledge about changes in the environment can be built. Their analysis is difficult because they are fragmentary, ambiguous, dispersed, qualitative, incomplete and mixed with noises. Therefore, it is crucial to understand their implications for the organization, which is fulfilled by collecting other signals and information and an attempt to interpret them better. The signal strength changes and the signal which is initially weak becomes stronger with time, at the same time leading to the reduction of the selection of possible decision-making options and pushing organizations towards a crisis situation. The direction, speed and character of the transformation of weak signals into strong signals is determined by external and internal sources of weakness.

5. Conclusions

The capability of an organisation of recognising changes in the environment in the infological perspective is conditioned, among others, by such factors
time the decision-maker has from the acquisition of information to the necessity to make a decision; the knowledge resource which determines the way of interpreting the signal; the context conditioning the attention of the decision-maker and information processing; the emotional state influencing the equilibrium of datalogical (objective) and infological (subjective) perspective of decision-making; the circumstances of acquiring information, which influence the interpretation of information (Stefanowicz, 2004, pp. 20-21). It should always be ensured that information in the information and decision-making system is both objective (potential) and subjective (active). In the infological perspective, which focuses on information as the content provided by the signal, the distinction between the datalogical level and the infological level allows me to understand the meaning of both the processes of obtaining information and the processes of processing it, leading to decision-making. Organizations which want to improve the effectiveness of those processes, have to extend the scope of the observations of the environment to increase the access to potential information, and in the process of its identification rely on sources which are “rich” in information – external and personal one. On the other hand, in the interpretation process, the received potential information should be subject to as broad analysis and processing as possible, both inside and outside the organization in order to consider a plurality of cognitive perspectives, make the most adequate interpretation of it. Obviously, the process is complex and efficient systems recognising changes by means of the transformation of potential information into active one must overcome the existing barriers, both on the individual level (cognitive limitations, exploration of periphery, exploration and scope of scanning the environment), the group level (challenging the assumptions, increasing interactions between interpreters, differentiating cognitive perspectives), as well as the organisational one (building adequate information culture, systemic solutions), and the entirety boils down to equalise objective weaknesses and subjective conditionings of the process of building knowledge about changes.
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RESISTANCE TO RESTRUCTURING CHANGES IN COMPANIES WHOLLY OWNED BY THE STATE TREASURY

Jerzy Choroszczak

Abstract
This paper shows the crucial problem of the resistance to restructuring changes in companies wholly owned by the State Treasure. The primary goal of the author was to identify the causes and consequences of resistance to change in these companies wholly owned by the State Treasure. The following paper presents results of the research conducted by the author in a large corporation wholly owned by the State Treasury.
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1. Introduction
Organizational changes, especially the restructuring ones carried out in companies wholly owned by the State Treasury often encounter a strong resistance of the employees as well as part of the executives which frequently leads to undesirable effects of the restructuring changes. Resistance to such changes in companies wholly owned by the State Treasury is unique and differs from resistance to change in private enterprises, featuring more complex nature. The strength of this resistance will depend on many factors associated with both the specifics of the relevant change and details of the enterprise itself and relations between the employees of the company.

The main objective of this paper is to investigate such resistance to the restructuring changes in companies wholly owned by the State Treasury. The intention of the author was to analyze the sources of resistance, its specifics, and implications for the functioning of the company wholly owned by the State Treasury as well as ways to minimize negative effects of the resistance. The following paper presents results of the research conducted by the author in a large company wholly owned by the State Treasury. The management of this company did not agree to reveal its name; therefore, it will be renamed into ALFA in the following paper.
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2. Essence of the restructuring changes in companies wholly owned by the State Treasury

The State Treasury companies are a type of business set up by Minister of State Treasury at the request of the founding body, namely director of the state-owned company, work council or on their own initiative. On the one hand, such companies are subject to general rules laid down by the provisions of the commercial companies code, while on the other hand, they have quite specific characteristics that distinguish them as compared to other companies – private ones (Choroszczak, 2015, p. 56). The source of specific characteristics of such companies is the shareholder – the State Treasury. In companies wholly owned by the State Treasury the State owns 100% of the shares and has full control over them.

Initially, the legal form of the company wholly owned by the State Treasury was supposed to be a transitional form of the organization preparing state-owned enterprises for privatization. The unlimited time of the functioning of companies wholly owned by the State Treasury was established based on the passed act on commercialization (Czerwińska, 2002, p. 5). In such companies wholly owned by the State Treasury, a highly strong resistance to changes, the restructuring ones, in particular, takes place very often. To be able to understand the causes and specifics of this resistance it is essential to study the phenomenon of the restructuring processes occurring in companies wholly owned by the State Treasury. Generally speaking, the restructuring is a radical reconstruction of the company. It can be carried out in almost all areas of the company starting from the core business, through production technology and structure of the company and ending with the organizational and legal form of the enterprise. The source literature presents very different approaches to the restructuring changes:

- Restructuring is a process of fundamental and serious changes more extensively caused by external factors, or otherwise critical situations in the development of structures affected (Borowiecki & Kwieciński, 2001, p. 11).
- Restructuring is a strategy for the growth of the economy, sector, and enterprise (Grudzewski & Hejduk, 2000, p. 21).
- Restructuring is a strategic process leading to maximizing the value of the sector and enterprise (Kaczmarska, 2007, p. 14).
- Restructuring is a rapid change in assets of the company, capital structure and organizational structure (Kupczyk, 1998, p. 17).

Thus understood, the restructuring will affect particular changes. These are changes of radical, fundamental and groundbreaking character for the operation of the company (Borowiecki & Nalepka, 2003, p. 43). It can, therefore, be concluded that any restructuring is a change, but not every
change is the restructuring. Radical changes carried out in the process of the restructuring include:

- reformulating the mission, goals and core values of the company,
- changes in the management structure,
- reorganization (changes in the organizational structure, systems, and procedures),
- changing the organizational links (processes, information network, decision-making system),
- replacing part of the personnel (Grudzewski & Hejduk, 2000, p. 27).

Considering the specifics of the restructuring processes in companies wholly owned by the State Treasury, one can indicate some specific features of these methods.

Firstly, the restructuring processes held in such entities must be carried out relatively quickly because these entities often face a challenging financial situation which is usually characterized by developed pathological processes and also because, as Sapijaszka (1997) rightly believes that changes implemented slowly and gradually increase the risk of being subjected to pressures and political turmoil of various stakeholders, and promote intensification of organizational inertia, very strong in companies wholly owned by the State Treasury. The protracted destabilizing radical change will only increase the resistance of the employees with regard to changes therefore, such changes should be implemented as soon as possible.

Secondly, such changes have to some extent break with the past as they must be ‘fresh’, revolutionary and innovative because only such changes will increase adaptation of the organization to the changing market and the likelihood of success of the enterprise. These changes cannot be restructuring changes in name only. The more these changes resemble the changes that have already been introduced by the company and as a result led it to the state of crisis, the smaller probability that the company will deal with the crisis.

Naturally, fundamental and radical change is not a sufficient condition in the restructuring process. It must be a beneficial change which will adapt the enterprise to conditions in its environment and positively affect its competitive position.

Restructuring changes held in companies wholly owned by the State Treasury are carried out for quick adaptation of the enterprise’s strategic potential to the expectations of the environment in order to eliminate or reduce an enormous huge strategic gap in this matter. Restructuring is an adaptive and reactive change aimed at complying the enterprises in crisis with changes occurring in the environment by means of radical measures. Restructuring processes are carried out when the company for a extended period of time neglected the process of permanent monitoring and adapting to the market.
Also, there has been a significant failure concerning the adjustment of internal processes to the requirements of the environment, and this situation very often takes place in companies wholly owned by the State Treasury. In this case, in the face of increasingly intense external changes, gradual and slow changes will make the company not keep pace with these external changes, and what is more, the company will continue to ‘move away’ from the environment instead of adapting. Only a quick change is required in such situation that will lead the enterprise back to a state of balance with the environment and to the fact that the process of adaptation will be possible again to be done by smaller gradual changes. The greater strategic gap between internal objectives of the company and expectations of the environment, restructuring changes should be quicker and feature radical character.

Another feature of the restructuring changes of companies wholly owned by the State Treasury is their strategic dimension associated with the economic objectives of the country. The direction of the restructuring should be to change the strategy of the company and the related systemic reconstruction of the organization and principles for the functioning of the company in order to achieve a long-term competitive advantage. This strategic restructuring change is imposed by an external entity, namely Minister of the State Treasury. Main, above restructuring objectives, in this case, are not built from the bottom by the employees of the company wholly owned by the State Treasury.

Such authoritatively imposed restructuring will require changes in the company’s mission, objective goals, search for competitive advantages, and therefore basic elements of the strategic management process. The strategic dimension of the restructuring processes is also reflected in expanding or limiting the area of the company’s activities, and what follows, it concerns the strategic choice of one of two main development directions of the enterprise: specialization and diversification. This choice, however, is imposed and controlled by the external entity.

Another feature of changes held in the restructuring process of companies wholly owned by the State Treasury is their complexity and various aspects. Restructuring changes of such entities should often be deep, ‘structure breakers’ concerning the most important parts of the organization. Authority in the field of the restructuring processes Prof. H. Singh when defining the restructuring often highlighted its extremely complex nature. His interpretation of the restructuring meant ‘a rapid change in the assets of the company, capital or organizational structure (Singh, 1993). This change may involve a broad range of transactions starting from acquiring new areas of the activity, selling part of the company, changing capital structure through increasing debt and ending with the internal changes of the company’s organization.
The complexity of the restructuring changes carried out in companies wholly owned by the State Treasury is also influenced by extensive and very often complicated relations between shareholders in such companies. Cooperation with shareholders in the restructuring process of the enterprise will mean the search for a convention between interests of many entities. It will allow to implement the restructuring program effectively, maximize profits and minimize losses in individual groups of shareholders (Porada-Rochoń, 2009, p. 40).

Another feature of the restructuring changes is their systemic nature resulting from the fact that these changes have, as already mentioned, complex and multi-dimensional character. Changes made in the restructuring process in one of the restructuring areas generally involve adaptive changes in other fields of the company’s operation.

Restructuring changes described above can be an effective response made by the company wholly owned by the State Treasury to the crisis and the base for long-term development of the enterprise if precisely planned, very carefully prepared, consistently carried out in accordance with previously developed objectives and controlled. Under no circumstances may the restructuring be an uncoordinated and accidental process because the results will be short-term and partially useful, bringing at best ad hoc improvement in the effectiveness of the company’s operation. It is also necessary not to treat the restructuring as an end in itself but as a means to achieve objectives of the organization. In addition, it must be emphasized that the restructuring involves not only ‘hard’ field of business management and material activity but also includes changes in the ‘soft’ elements of the management, Also, it indicates changes in the sphere of awareness of the employees which is very often forgotten in the restructuring processes of companies wholly owned by the State Treasury.

3. Resistance to restructuring changes

Any modification, to a greater or lesser extent, carries a risk and uncertainty when it comes to its influence and results for individual components of the organization. Primarily, this change will always raise natural resistance among employees of the organization, due in part to the very nature of organizational changes that in most enterprises are not natural. Usually imposed on the employees authoritatively and everything that is imposed may be a source of the opposition of people operating in the enterprise. Their fear of the change which always involves uncertainty, the comfort of the employees and fixed habits inhibit and make difficult to introduce changes in the enterprise and raise resistance. This resistance to changes as rightly noted by P. Senge: “...
almost always arises from the hazards of traditional standards and proved methods for carrying out specific tasks.” (Senge, 1990, p. 88)

Analysed resistance to changes is one of the most difficult issues associated with the change management process. It is an integral part accompanying changes. It can generally be said that the size of the resistance is proportional to the size of changes introduced in the organization. The resistance increases as changes are implemented, however, after reaching a peak point it starts to decrease.

The essence of the phenomenon of resistance can be characterized as a prevention of the implementation of a new, different order in the organization. In other words, these are all forces seeking to ensure that the change does not occur. Every organizational change involves shaping new situation, other conditions for the employees different from those they already got used to. It is a kind of a unilateral termination by the organization of the existing terms of the contract which was the result of previously achieved balance between services and expectations of both parties: institution and its members. Resistance occurs when new conditions are perceived by people as less favorable than the previous ones (Czerwiński, Czerska, Nogalski, Rutka & Apanowicz, 2002, p. 520).

When considering nature of the resistance to changes, one can take advantage in this matter of field theory by K. Lewin, according to which the behavior of the organization is the result of the impact of both forces pressing for changes and those inhibiting them. Positive forces are pressing and stimulating the introduction of changes to include inventions, competition, new materials, innovative technologies.. In contrast, forces inhibiting the process of changes are fear, group norms, and self-satisfaction. The greater impact of inhibiting forces, the smaller scope, results of implementing changes in the organization and greater elimination of positive effects caused by stimulating forces. If the forces supporting changes do not overcome those that cause resistance, the change itself will not have a reason to exist or will bring very little results. Considering the resistance to changes, their size and implementation time, one can come to two conclusions:

1) Proportionally to the scale size growth, the resistance increases and therefore the risk, uncertainty, need to pay more time and energy to employees for learning the process of changes increase.

2) Resistance to changes increases when a period for implementing organizational changes by the employees is shorter. The more rapidly introduced changes and in a shorter period of time, the employees have less time to get familiar with these changes and adapt to them. Changes introduced so quickly are often a shock to the employees and increase their reluctance to the process of changes.
Naturally, the attitude of the employees towards changes in the organization are not static as they evolve, transform as the process of changes progress and its effects are visible. Usually, at the beginning of the process of changes, the employees experience a kind of shock associated with something new, unknown, arousing fear, while next stage involves caution, defensive withdrawal to finally get used to the change, accept it and adapt. It can be stated that resistance to changes and negative attitude of the employees will decline as the changes will take visible and positive shape as well as bring positive results. The level of employee involvement will grow as time passes and the transition from the phase of prevention and acceptance to the phase of adaptation and assimilation.

On the other hand, when identifying outbreaks of resistance and its causes and analysing variety of their different classifications found in the literature it must be said that all kinds of sources of the resistance can be reduced to two basic groups: sources of the resistance arising from human nature and sources of the resistance caused by the very nature, specifics of the change.

The source of resistance to organizational changes can be primarily human nature of its own, natural anxiety of the unknown and fear. According to Daryl Conner, fear, anxiety, and loss of control during the process of changes are such strong feelings that demobilize most of the employees and suspend their actions even when the prospects for them are extremely beneficial. When destroying former order and system, changes are naturally the source of negative reactions. Everything that is new and foreign to human nature must raise concerns of the employee about his future towards changes introduced in the company. Each change always puts a man in a new situation that he had never been before and will have to find his place in a new reality. Perhaps, as a result, he can gain but also lose as rightly noted by Clarke (1997, p. 151), a change usually divides people into winners and losers. The greatest resistance occurs among employees who believe they will be in the latter group. This formation of the resistance, the source of which are employees depends undoubtedly on how much they have invested in the old ways of operation and how much they had to learn to function in the organization concerned. The more effort they put, the greater resistance to the new.

Vital issue in discussing sources of the resistance arising from human nature is the level of security or its lack among employees. If the employees do not feel safe enough in the company’s concerned or when they know that the company fired in the past employees for errors they made, they will obviously resist any changes as a result of which they will have to learn from the scratch and thus the risk of errors and dissatisfaction of the management will immeasurably increase. A similar situation will take place in case of many people with long experience who already have a well-established position and
a great sense of security. Then, their resistance to changes will be relatively high. The point is that too high sense of security, as well as a high sense of insecurity, are not conducive to the process of change. That is why it is important as noted by Clarke: “to control tension between security verging on inertia and insecurity verging on psychological risk” (Clarke, 1999, p. 37).

Specific balancing with the level of security may have a significant impact on the actual strength of the resistance to change. The idea is that on the one hand, employees are convinced that the organization is in a very difficult situation and that this situation will negatively affect employees so that they feel a kind of pressure of action. On the other hand, that these employees feel confident, be in a safe environment which does not punish immediately and severely with a proverbial stick because this disheartens employees from taking any initiatives. All sources of resistance associated with human nature can be divided into personal and sources inherent in the interaction of a social group.

Personal sources derive from individual attitudes, fears of every employee to changes in the organization. Each of the employees has a slightly different way of responding to change and reacting to stress associated with the process of transformation in the company. Shape, size, and strength of the resistance arising from this type of sources will be influenced by such factors as age, tolerance of uncertainty, the level of self-confidence, experience in relation to the effectiveness of changes, position in the company. Such personal sources can also include:

- fear of ‘losing face’ against new tasks, anxiety that new tasks will surpass the employee,
- concern about one’s own competencies whether they will be useful after changes,
- fear associated with increased workload, the fact the change will require more energy, time and learning,
- negative experience from the past associated with changes, their negative results and unfulfilled promises.

Resistance arising from this source of human nature can furthermore be dictated by habits and routine of the employees, abandoning previous habits and behavioral patterns. Sometimes it is easier to learn something from the very beginning than to get rid of old habits. One can, therefore, conclude that the strength of the resistance is proportional to the length of service and occupying a specific position.

The social sources of resistance involve the pressure caused by a formal or informal group of co-employees, faith and loyalty of the individual to the group. The driving force behind this type of resistance to change is the fear that the change will violate interests of the group as a whole or someone from the group. In this case, solidarity with the group or even fear of exposure to
the group will result in joining the process even if the individual concerned does not feel the fear of the change. This source is particularly strong in large enterprises with extensive organizational structure and relatively large organizational units and additionally favored by a relative stability of employment, low employee turnover and thus creation of strong ties between these employees.

The source of resistance featuring social nature is also inconsistency with applicable standards or cultural values followed for a longer period of time by a group in the company and the fear that this change will destroy these values and standards. As rightly noted by Senge (1999, p. 134), these standards followed by a group are often woven into the structure of the existing map of influences and mutual interaction, and therefore often give rise to such resistance to change. A strong position of trade unions in organizations is undoubtedly an element strengthening this kind of source of the resistance. This type of social factors resistant to change may also result from a lack of faith and loyalty of the employees to their superiors. Employees may be concerned about the real intention of managers implementing changes and the fact that these managers primarily will have the right interest of the organization in mind, and then the employees themselves. These concerns can be additionally strengthened with doubts whether the superior has sufficient power and position to represent the interests of his subordinates effectively. The impact of this source of the resistance is therefore inversely proportional to the actual authority of the supervisor. Sources of the resistance inherent in nature of the change relate to its content, deep and scope as well as expected future effects of the change, its influence on the level of satisfying needs. The more deep, overall and revolutionary than evolutionary is change to be implemented, the greater concern and resistance. In addition, resistance to change will be greater if it will take interests of the employees and satisfy their needs to a lesser extent.

The process of carrying out changes can also be a source of the resistance. Such factors involved in this matter as sources of the resistance is a discrepancy in the assessment of the situation and resulting lack of awareness of the need to change. Also, errors associated with informing about the process of implementing changes, misleading, incomplete or delayed information will undoubtedly increase the resistance of the employees to changes. As emphasized by Czerska, this type of the source of resistance is also negative evaluation of introducing the process of changes. This assessment may result from the improper moment of introducing changes in the enterprise, without proper preparation of conditions, or during a period of particularly strong tensions and conflicts in the organization concerned.
4. Causes and consequences of the resistance to the restructuring change in ALFA company wholly owned by the State Treasury

The primary objective of the study was to examine the specifics and intensity of the resistance to the restructuring changes in selected company wholly owned by the State Treasury. Specific objectives included: identifying causes of the resistance formation to the restructuring changes and its effects in ALFA company wholly owned by the State Treasury. In addition, the specific objective was to identify a way to minimize resistance to the restructuring changes. The research was conducted in large company wholly owned by the State Treasury which employs over 300 people. Due to the fact that the management did not agree to disclose the name of the enterprise, its name in the following paper has been changed.

The company subjected to analysis has a/the difficult economic situation, the financial result is negative due to the rising costs and decreasing revenues generated by an increasingly smaller number of customers which is a result of poor quality of the services provided by the company. Currently, the company is at the stage of carrying out a radical restructuring aimed at reconstructing the scope of company’s business towards greater product diversification (the goal is to minimise the business risks in two closely related sectors with a high seasonality of sales) combined with a thorough technological modernisation (the company has outdated and inefficient manufacturing line from the 60’s) and the reconstruction of the organizational structure.

The research was carried out based on interviews with employees of the company and the author’s observations made during his internship in the company wholly owned by the State Treasury. The study was conducted on a group of 31 respondents – office and manual workers. Interviews with the employees of the company were carried out on the basis of previously prepared issues and questions: open and closed. For the purpose of the interview, the author developed 18 questions and issues concerning resistance to the restructuring changes in selected company wholly owned by the State Treasury.

The first three issues subjected to research and included in interviews focused on the specifics of the restructuring processes in the company under research. In the first question “How do you perceive changes implemented in the company?” the vast majority of respondents, namely 27 replied that the changes are necessary for the company, even those that will be painful for the employees. High compliance of the respondents as to the need for changes in the company under research shows that the company is currently in a difficult situation requiring immediate repair, while changes introduced so far have not produced expected effects. The need for changes can be proved by the fact that respondents agree even on such changes, which will be painful for them. In
in this matter, there is a high awareness of the employees as to the necessity and inevitability for change and acceptance of different, including even negative effects of carrying out these changes. This attitude of respondents can also suggest a slight intensity of resistance to the restructuring changes.

In the second question “What type of the restructuring changes is or was recently carried out in your company?” also the majority of respondents stated that:

- these processes are primarily related to exchange of the personnel (dismissals, ’rejuvenation’ of the staff),
- reformulation of goals and values of the enterprise (including introduction of quality orientation on products and services provided by the enterprise),
- focus on effective implementation of tasks and care for the costs aspects of the enterprise),
- changes within the authority structure (frequent changes in the board of management and thus changes in directorship positions),
- changes in the field of activity as areas of the restructuring processes were pointed to a lesser extent (expanding the existing production and service activities with a new business area regarding the organization of cultural events).

Changes given by respondents are perceived by them as more fragmentary and superficial rather than comprehensive. This fact is evidenced by responses to the third question of the interview “What are the effects of changes occurring in your enterprise?” Results of these changes are minor and mostly beneficial for selected groups of the employees.

When describing performed restructuring changes, respondents emphasized the time pressure on their implementation and, on the other hand, the lack of consistency in the implementation of the restructuring changes. These changes are very often not completely implemented. The reason for this state of affairs is frequent changes of the board of management and senior executives. A large group of respondents highlighted that the changes made in the enterprise are small and do not bring anything new to its situation. Such changes are superficial and illusory and are restructuring in the name only. As mentioned in the first part of this paper, changes should break with the past and should feature a revolutionary and fundamental character.

Another question concerned the opinion of respondents on changes introduced in the enterprise. The question was worded as follows: “What is your general attitude to changes implemented in the enterprise?” Almost everyone (except only three people: two of them have expressed indifferent attitude, and one turned out to be the opponent of the changes) presented themselves as proponents and showed a positive attitude to the changes. Such attitude suggests that the resistance to change will be small. However, the answer to another question
whether the respondent came across other employees who are opponents of the changes was not so unequivocal. 15 respondents replied that they experienced in their work resistance to change expressed by other people. This answer may suggest that the resistance phenomenon in the company under research is present.

The next question related to concerns and fears of new processes and changing occurring in the company under research. The question formulated in this area was worded as follows: “What is your greatest fear when changes are introduced in your workplace?” Employees fear above all dismissals, increase in difficulty and complexity of work and thus the need to improve their qualifications. These concerns are largely dictated by the fact that respondents are individuals predominantly in the age of 50+, inflexible, narrowly specialized with a long experience in one workplace. Such people inevitably will be afraid of the changes associated with performing new tasks and work. The least people expressed their concerns associated with changes in the need to work with other people, loss of impact and decline in earnings. This can be justified by the fact that respondents of the study are mostly people with low earnings, not occupying executive positions. Interestingly, also a person holding a managerial position stated that decline in earnings associated with the organizational changes is not the source of concern, which may suggest that salaries in managerial positions are not attractive enough to become a fear of their decline due to the changes carried out in the enterprise.

In the question “What do you want and expect once the process of carrying out changes in the enterprise is completed?” (they could provide several expectations, most respondents (22 people) said that financially better employment conditions, then stability of employment (20 people) and the promotion and ability of real influence on the existence of the enterprise (9 people). Few people expected the possibility of raising their competencies and a chance to work with other employees.

Another question related to sabotaging decisions of superiors and forms of such behavior. This question was worded as follows: “Do you sabotage decisions concerning changes or feel that other people sabotaged your decisions?” Employees subjected to the study overwhelmingly stated that they happen to sabotage decisions concerning changes taking place in the enterprise. Forms of the sabotage primarily include using sick leave, work at a slower rate, denunciations on superiors who initiate or implement changes in their departments. This situation shows, however, that the changes implemented in the company under research have their opponents and that the resistance to change can take place in the company under research and has its more hidden form. Employees who presented themselves as proponents of the changes are at the same time people who are able to sabotage decisions and actions associated with the changes in the enterprise.
This dissonance may also result from the adopted by the management of the company wrong direction and method for carrying out changes and from the fact that the changes adopted in the company are not accepted by the employees, even those who promote themselves as supporters of changes.

The consequences of this state of affairs can be traced in response to another question asked to respondents during interviews “Do executives before introducing the restructuring changes provide accurate information about their causes, objectives, method of implementation and positive aspects?” Almost all respondents answered that rarely or never. This situation of poor or no communication associated with the implementation of the restructuring changes may give rise to the resistance and incomprehension of changes as well as be the cause of sabotage by the employees.

Also, the answer to the next question may be evidence that changes implemented in the company under research could face resistance resulting from the improper method for implementing the restructuring changes. The next question was formed as follows: “What means were most often used in your enterprise to minimise potential resistance of the employees to change?”. The majority of respondents replied that the consent to the implementation of changes was forced, repercussions or penalties in the form of reprimands as well as dismissals or degradation to a lower position were used. Direct participation in the project associated with changes or negotiations with the employees concerning a form of implementing changes were adapted much less frequently.

To the question: “Does an incentive system associated with the process of implementing changes is applied in the company under research?” two-thirds of the employees provided a negative response. One-third of the study group said that the employees are motivated by extending their rights and their responsibilities.

Another issue taken into consideration in the research was the role of trade unions in the process of introducing the restructuring changes. In the company wholly owned by the State Treasury which is the subject of the research, there are two trade unions which in the opinion of respondents compete with each other for influence in the enterprise. Their role is evaluated by the majority of respondents negatively. Trade unions generally show a negative attitude to changes initiated by the management in the enterprise and are reluctant to cooperate in the implementation process of these changes. Only three respondents said that trade unions depending on the nature and scope of the restructuring changes take a flexible approach, provided that they can get benefits.

The last issue in the research was to analyze ways in which employees of the company under research cope with conflict situations arising from carrying out the restructuring changes. In this case, the main way to deal
with conflict situations with the source as a change turned out to be a rivalry between employees and interdepartmental rivalry. Such answer was given by two-thirds of respondents. Another method involved negotiations. The smallest number of the employees indicated cooperation and the search for a compromise. The situation in which the employees primarily compete with each other in the face of the implementation of the restructuring changes, and not cooperate and search for a compromise which is something that would join these employees instead of separating them is a situation which may further increase resistance to change. Competition is a way of looking at conflict as a game that must be won in order to achieve success. Failure indicates weakness and loss of prestige. Any change that involves competition which will result in failure of one of the parties will trigger negative feelings and the resistance of those who may feel weaker and threatened by the competition.

5. Conclusions

Resistance to the restructuring changes in the company wholly owned by the State Treasury which is the subject of the research turned out to be only seemingly weak. Despite the declaration made by surveyed employees as supporters of changes and high awareness of the need for the implementation of the restructuring changes, most of the employees sabotage in different ways decisions and actions associated with the restructuring changes carried out in the enterprise. In addition, they come across the resistance from their colleagues. The reason for this state of affairs may be the lack of acceptance of methods and forms used for carrying out the restructuring changes in the enterprise, weak incentive system supporting the restructuring changes in the enterprise and no reliable information on the objectives of changes and profits resulting from the implementation of the restructuring changes. The cause of resistance to the restructuring changes in the company wholly owned by the State Treasury which is the subject of the research can also be the anxiety of the unknown and fear which involves greater effort and energy as well as acquiring additional new skills, which may be in the eyes of older employees a serious problem. These issues are also highlighted in the research. Resistance to the restructuring changes may also derive from the fact that personal expectations of the employees when it comes to the restructuring changes signalled by them in interviews are not met as a result of implementing changes. Employees do not see the connection between their goals and needs and goals which guide organizational changes. Employees in the enterprise fear above all dismissals as a result of implementing the restructuring changes and this may be in conflict with the restructuring changes the effect of which will be such dismissal.
Another source of the resistance particularly characteristic for companies wholly owned by the State Treasury can be trade unions which in the company under research are not willing to cooperate in implementing the restructuring changes. Such unions can initiate or incite resistance to changes which were also indicated by respondents in the research. Next identified source of resistance to the restructuring changes can be repercussions accompanying the restructuring changes, low level of security of the employees, forcing consent to implementing changes, not taking into account opinion of the employees, authoritative initiation and implementation of the restructuring changes which are perceived by the employees as ‘their changes’ and not ‘our changes’. Another source of resistance can be rivalry accompanying the restructuring changes which inevitably leads to the division of two parties into winners and losers. Fear of failure and one’s own weakness may give rise and incite resistance to the restructuring changes.

In addition to unrealized or partially realized objectives of the restructuring changes, results of such presented resistance include low productivity, high absenteeism of the employees, simulating work associated with the restructuring changes, mutual denunciations of the employees on each other as well as an increase in conflict situations at work. The way to overcome diagnosed resistance is primarily a proper two-way communication, executives treating employees as partners, preparing changes in consultation with employees and developing an appropriate incentive system associated with the results of the restructuring changes. It can be concluded that employees of the company wholly owned by the State Treasury which is the subject of the research are open to changes, understand the importance and necessity of their implementation in the company, while the specifics and authoritative way of implementing the restructuring changes may effectively cool the openness and enthusiasm of the employees for the implementation of changes and contribute to the emergence of resistance to the restructuring changes.
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HOW VIRTUAL ARE VIRTUAL TEAMS?
REVIEW OF SELECTED DEFINITIONS AND MEASUREMENTS OF THE VIRTUALITY

Magda Ferretti

Abstract
People nowadays very often work from home or different business sites and can build teams of individuals based in many different locations, sometimes continents apart that have never met each other face to face but cooperate thanks to communication technologies. Such teams are known as virtual teams. It is rare to meet the teams that are not virtual at least to some extent (Kirkman & Mathieu, 2005). What is surprising is the fact that there is no agreement among researchers on how to define virtuality nor how to measure it. Because the phenomenon of virtual teams is very promising from both practical and theoretical perspectives, the aims of this article are following: to compare definitions of virtual teams, to check how virtuality was measured in selected empirical studies. Also, to present results of my empirical research on 206 individuals with two different measures of virtuality (distance between team members and a number of face-to-face meetings). In conclusions, virtuality as a feature of any team is presented, and researchers are encouraged to include virtuality dimension in the wider research on the teams.

Keywords: virtual team, virtuality, virtualness, dispersed teams, team.

1. Introduction

Virtual teams are prevalent forms of teams in modern organizations, as noted in 2000 by Maznevski and Chudoba, global virtual teams were almost unheard of a decade ago, but today they serve as a critical mechanism for integrating information, making decisions, and implementing actions around the world (Canney, Davison & Ward, 1999, after Maznevski & Chudoba, 2000). Virtual teams are very common in the modern organizations with 66% of multinational firms and 46% of all organizations declaring to use virtual teams (Minton-Eversole, 2012). With growing number of virtual teams in the business world, interest in this topic not only of practitioners but also of the researchers grew.

Virtual teams’ concept is a highly searched topic with over 500 000 hits on
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Google, 27 000 hits in Google Scholar and 4 000 hits in Web of Science for “virtual team” as of August 2016. Many recent studies whose authors prepared review of extensive literature, have stressed the fact that what is required is a research that will allow to understand the concept of virtuality as well as the more unified measurement and treatment of the construct which in turn would make cross-study comparisons possible (Gilson, Maynard, Young, Vartiainen & Hakonen, 2014).

Therefore, in reply to the suggestions of the cited authors, the aims of this publication are following:

- to compare definitions of virtual teams,
- to learn how virtuality has been measured in the selected empirical studies,
- to present results of my research with two different measures of virtuality.

In order to achieve the goals listed above, I have reviewed extensive literature on the subject as well as conducted my empirical research on 206 individuals to check whether different measures of the team’s virtuality indeed mattered when the relationship between identification with the team and team’s virtuality was assessed.

Authors try to define the concept of virtuality or virtualness (both terms will be used interchangeably) for over two decades now; many researchers have encouraged other authors to keep track of the previous findings and included them in latest work on the topic. Some of them (see, e.g., Foster, Abbey, Callow, Zu & Wilbon, 2015) have stated that this is not a case so far. In order to meet this expectation, I have aimed at a review of the latest literature on the team’s virtuality as well as virtuality’s measurement and have noticed a rich body of recent meta-analytical reviews as well as conceptual models summarizing the recent developments in the field (see, e.g., Ortiz de Guinea, Webster & Staples, 2012; Gibson, Huang, Kirkman & Shapiro, 2014; Foster et al., 2015). Consequently, rather than trying to review the findings of the authors from the past few decades of research, I have decided to focus on the critical analysis of the latest meta-analyses of the virtual teams’ literature. I have found support for my thesis that all the teams are virtual to some extent and virtuality should be a feature describing all the teams so that research on the team’s processes could be enriched with new findings. The selection of the definitions aimed at showing different perspectives in the past 20 years of the research on the topic based on the review of the highly cited and recent articles which describe conceptualization and measurement of virtuality.
2. Virtuality – selected definitions of the concept

Non-withstanding numerous publications, the efforts to establish a clear definition of the virtuality and virtual team have not brought satisfactory results so far. Schweitzer and Duxbury (2010) argued that the term “virtuality” is notoriously ambiguous due to disagreements as to whether electronic communication, geographic dispersion, or other dimensions make a team more virtual. Instead, a universally accepted definition of team’s virtuality could have allowed researchers to conduct comparative and cumulative research. A review of the selected definitions of the virtuality starts with how the word “virtual” is being used, points at similarities in the frequently used definitions, presents virtuality as a variable and finally, compares the dimensions of the virtuality. What is worth noting in the beginning is that research on the virtuality in the work context also includes such concepts and research topics as “work at a distance” (Olson & Olson, 2000), “work discontinuities” (Chudoba, Wynn, Lu & Watson-Manheim, 2005), “telecommuting”, “working remotely”, and “dispersed teams” (O’Leary & Cummings, 2007).

Watson-Manheim, Chudoba, and Crowston (2002) noted that word “virtual” is freely applied in diverse situations and meanings which may lead to two main issues. It makes comparisons of the results of different studies more challenging as well as it increases the risk to overlook earlier research that might be relevant (e.g., research results on the communities of practice, alliances, work districts). Therefore, there is a common agreement on the need to provide a clear understanding of what constitutes “virtual“ work environment.

Chudoba et al. (2005) provide some examples of the usage of the word “virtual” depending on the institutional context:

- outsourcing key components of production,
- forming ad hoc teams from diverse locations to solve problems,
- working from home, satellite offices or on the road,
- ad hoc groups of professionals who team across the Internet around a common topic, e.g., communities of practice which evolved around software development (e.g. Linux).

Watson-Manheim et al. (2002) list cases when term “virtual“ is being used to identify diverse emergent work forms different from traditional work concept:

- “virtual worker“ could be a contingent or contract employee who is self-employed and has no dominant organizational affiliation but rather temporary relationships with multiple organizations,
- “virtual groups” could consist of inter-organizational relationships when employees of multiple organizations collaborate to develop a product, provide a service, or foster new legislation.
I believe that the word “virtual” as a description of the virtual team has different meanings that the ones listed above which are just evidences of how wide in scope and confusing the concept may be. The investigation of what constitutes a truly virtual team would continue with a review of the common definitions of the “virtuality” of a virtual team that is listed in Table 1.

Table 1. Selected definitions of the team’s virtuality and virtual team

<table>
<thead>
<tr>
<th>Definition</th>
<th>Authors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Virtual teams are forms of organization that allows teams to be composed</td>
<td>Geber (1995), after: Schweitzer &amp; Duxbury</td>
</tr>
<tr>
<td>according to qualifications and expertise without limitations of time,</td>
<td>(2010)</td>
</tr>
<tr>
<td>space, and the costs and disruptions of relocation.</td>
<td></td>
</tr>
<tr>
<td>Groups of geographically and or organizationally dispersed co-workers</td>
<td>Townsend, DeMarie &amp; Hendrickson (1998) after:</td>
</tr>
<tr>
<td>that are assembled using combination of telecommunications and information</td>
<td>Bell &amp; Kozlowski (2002)</td>
</tr>
<tr>
<td>technologies to accomplish an organizational task</td>
<td></td>
</tr>
<tr>
<td>Virtual teams, or groups of individuals who work together from different</td>
<td>Cohen &amp; Gibson (2003)</td>
</tr>
<tr>
<td>locations, perform interdependent tasks, share responsibility for</td>
<td></td>
</tr>
<tr>
<td>outcomes, and rely on technology for much of their communications</td>
<td></td>
</tr>
<tr>
<td>Physical dispersion of team members is a defining element of virtualness</td>
<td>Fiol &amp; O’Connor (2005)</td>
</tr>
<tr>
<td>only to the extent that it deters members from meeting face to face, or</td>
<td></td>
</tr>
<tr>
<td>conversely if proximity encourages members to meet face to face</td>
<td></td>
</tr>
<tr>
<td>Either geographic dispersion (i.e. not collocated, not working at the</td>
<td>Schweitzer &amp; Duxbury (2010)</td>
</tr>
<tr>
<td>same location); or asynchronicity (i.e. members work at different times,</td>
<td></td>
</tr>
<tr>
<td>either across different time zones or at the same location, but with</td>
<td></td>
</tr>
<tr>
<td>different work hours/shifts) or both determine virtuality.</td>
<td></td>
</tr>
<tr>
<td>Distributed teams are complex and multi-dimensional in terms of</td>
<td>Ocker, Huang, Benbunan-Fich &amp; Hiltz (2011)</td>
</tr>
<tr>
<td>configuration and distance. Configuration refers to the arrangement of</td>
<td></td>
</tr>
<tr>
<td>team members across sites while distance relates to aspects of team</td>
<td></td>
</tr>
<tr>
<td>member separation.</td>
<td></td>
</tr>
<tr>
<td>We argue that virtuality is the physical or geographic distance</td>
<td>Foster et al., (2015)</td>
</tr>
<tr>
<td>between team members when at work, which may be measured in units of</td>
<td></td>
</tr>
<tr>
<td>distance or time. This conceptualization of virtuality captures the</td>
<td></td>
</tr>
<tr>
<td>notion that people may have different work hours.</td>
<td></td>
</tr>
</tbody>
</table>

Source: Author’s own selection as per publications whose authors are listed above.

Definition of virtual team coined by Geber (1995, after: Schweitzer & Duxbury, 2010) points at potential benefits related to a group of highly qualified individuals who can work together overcoming temporal, spatial and budget limitations. In a widely cited work of Bell and Kozlowski (2002), authors define virtual teams as a single, identifiable phenomenon, distinct from proximate teams and referred to the publication of Townsend, DeMarie
and Hendrickson (1998) who stressed two main characteristics of virtual teams: dispersion (both geographic and organizational) as well as usage of technologies in order to work together at common task. Even wider definition was presented by Cohen and Gibson (2003) who claim that four conditions are to be met in order to call a team virtual: authors repeat what previously cited researchers listed (team members should work in different locations and communicate through technologies), but also stress the fact that their tasks should be interdependent and responsibility for the results should be shared among team members.

Fiol and O’Connor (2005) identify physical dispersion with the possibility to meet team members face to face and claim that this is defining the feature of team’s virtuality. Schweitzer and Duxbury (2010) after analysis of nineteen definitions of the virtual team observe that there are only two conditions that the teams must meet in order to be called a virtual one: geographic and temporal dispersion or both of them, authors do not mention the reliance on technology as a defining feature of the virtual teams. Ocker et al. (2011) put, even more, attention into the geographic dispersion as instead of using word “virtual,” they instead talk about “dispersed” team and highlight the role of configuration as well as separation of team members.

Foster et al. (2015) analyzed 29 unique approaches to conceptualizations of virtuality in order to propose their own definition of virtuality. Authors decided to enrich the research of Hollenbeck, Beersma and Schouten (2012) who stated that instead of creating additional categorizations and taxonomies of the teams (e.g., virtual versus face-to-face), it would be more beneficial for the research community to identify the dimensions that underlie different team types. Based on the review of 42 team types described by other authors, Hollenbeck et al. (2012) identified three core dimensions that can characterize any team: skill differentiation, authority differentiation, and temporal stability. Foster et al. (2015) analyzed additional 27 texts published between 1995 and 2012 in the subfield of virtual team research and came to the conclusion that Hollenbeck’s model does not encompass one more dimension that is crucial for virtual teams – distance. Authors stated that distance is the one, most frequently proposed, virtuality dimension which refers to the actual physical distance between team members when working—this distance may be measured in units of distance (e.g., feet or miles) or travel time (e.g., minutes, hours, or days).

As presented above, some researchers have focused on the group context such as geographical and temporal dispersion of the team members (e.g., Schweitzer & Duxbury, 2010), but others understood virtuality as the extent of technological support (e.g., Bell & Kozlowski, 2002). I believe that what is single unique characteristic of the team’s virtuality is the distance between
team members, therefore, to me “virtual team” stands for a group of individuals who work together thanks to ICT no matter how far they are located from each other. Consequently, in my understanding we talk about team’s virtuality if employees cooperate through communication tools that allow skipping the physical distance between them.

3. Virtuality – a single- or multi-dimensional construct?

Gibson et al. (2014) reviewed all research papers published between 2000 and 2013 and found out that out of 392 papers, 95% included more than one dimension of the virtuality with the majority of the publications defining virtuality as geographic dispersion, electronic dependence, and national or cultural diversity. However, even if the majority of the theoretical papers examining the virtual teams describe the multidimensional concept of virtuality, rarely in the empirical research authors operationalize virtuality using multiple dimensions with almost 90% of papers using one dimension only to operationalize virtuality.

Based on the review of 29 publications on virtuality definitions and dimensions, Foster et al. (2015) observed that only two studies presented virtuality as single dimension concept with Fiol and O’Connor (2005) arguing that virtuality is the extent of face-to-face contact among team members and Saunders and Ahuja (2006, after: Foster et al., 2015) proposing that virtuality is the extent of team member geographic distribution. The majority of authors argued that virtuality is multi-dimensional construct (and identified between two to six dimensions). The most commonly cited dimensions of virtuality were geographic or spatial distance, temporal or time differences, organizational differences, and cultural distance (Foster et al., 2015). I agree with authors that both organizational differences, as well as cultural distance, can also characterize proximate teams whose members meet face to face on a daily basis and as such do not constitute defining feature of virtual team. Foster et al. (2015) critically reviewed also other common dimensions of the virtual teams: use of technology, face-to-face interactions, and extent of multi-team membership. Authors believe that when it comes to the usage of technology-mediated communication or face to face interaction, they may also characterize proximate teams who can use technology to share results of work or organize a face-to-face meeting instead (Hinds & Mortensen, 2005) so should not be considered a distinguishing characteristics of virtuality. I disagree with authors since it is usually the high distance and lack of budget for travels that hinders the possibility of the team to meet face-to-face so as a consequence, for some of the virtual teams, meeting in person would not be an available option. As such, virtual team members would be forced
to communicate electronically. Foster et al. (2015) argue instead that the teams make media choices independently of the physical distance between team members. What the cited authors recommend is that virtuality will be redefined as simply the distance between team members at work (geographic dispersion) and be measured as a continuous variable.

In my view, virtuality is indeed multidimensional concept with key aspects describing team’s processes such as the physical distance between team members as well as the extent of face-to-face interactions of the whole team. These two aspects are closely related to each other since limited face-to-face meetings usually occur due to the long distance between teammates as well as high costs of travel (in terms of organizational and personal efforts as well as financial burden for the organizations).

4. Virtuality – a discrete or continuous variable?

Debate whether virtuality is a continuous variable is still open (see e.g., Fiol & O’Connor, 2005) with some authors claiming that virtuality should be seen on a continuum (Bell & Kozlowski, 2002; Cohen & Gibson, 2003; Kirkman, Rosen, Tesluk & Gibson, 2003). Also, others claiming that virtuality should be presented as a dichotomy due to the non-linear differences between the teams whose members never meet face to face and hybrid teams that occasionally meet (Fiol & O’Connor, 2005). According to the authors, differences between the teams whose members never met in person and the teams that are co-located stem from the lack of possibility for informal interactions due to physical dispersion. Researchers mention a few examples of informal information exchange situations that could enrich team members relationships as they occur spontaneously: coffee machine, water dispenser, lunch or parking lot discussions that enhance the bonds between employees and can lead to the creation of more positive work atmosphere, higher trust, and stronger team identification.

The majority of existing studies indeed treat the virtualness as a dichotomy and not a continuum. However in organizational reality, most teams would fall between the two extremes (Griffith, Sawyer & Neale, 2003; Martins, Gilson & Maynard, 2004), with some team members being collocated, others working in different time zones, yet all interacting with each other thanks to ICTs.

Webster and Staples (2006, after: Foster et al., 2015) conducted an extensive review of empirical studies of geographically distributed teams (176 unique datasets) and found virtuality is most often captured as a discrete variable. Only 14 of the 176 studies actually measured virtuality or the distance among team members. Most studies compared co-located with distributed teams and suffered in terms of external validity.
In a meta-analysis of research on virtual teams, Ortiz de Guinea et al. (2012) observed that 63 out of 79 analyzed empirical studies captured virtualness as a discrete measure (comparing co-located and distributed teams usually in laboratory settings) and only 16 studies examined virtuality as a continuous variable.

Interesting are the results of the research on team’s functioning that differ depending on the way in which virtualness was treated by the authors. Different results were observed when virtuality was treated as discrete, categorical variable (experiments with student groups or strong manipulations experiments) or continuous variable (in field conditions that allow analyzing longer-term employee teams using survey methodology). In studies with continuous measures of virtualness, the relationship between virtualness and task conflict is more negative (lower conflict for more virtual teams), the relationships with knowledge sharing and satisfaction are more positive, and there is no impact on performance. Ortiz de Guinea et al. (2012) mention that measuring virtualness as a categorical variable instead leads to a simplistic view that does not capture the reality of virtual work in a natural setting. Researchers also question the accuracy of the results of the studies when virtualness was understood as technology use and whose authors would compare distributed teams who used one tool (such as e-mail) with co-located teams that were equipped with no tools (Ortiz de Guinea et al., 2012). The researchers concluded that the present body of research on virtuality cannot be used to draw generalizable conclusions about the relationship between virtuality and its impact on team functioning or outcomes because of the way in which virtuality is operationalized in majority of the studies (as discrete variable).

Building on these conclusions, I am convinced that we can learn more about team’s virtuality treated as the universal characteristic of any group of employees if we keep track of virtuality understood as a continuous variable with many teams falling not on the extremes but rather in between the scale that starts with “low virtuality” and ends with “highly virtual team.”

5. Virtuality – measurements in selected empirical studies

In order to learn how virtuality has been measured in empirical research, it might be useful to take a closer look at the operationalization of the virtuality index that was prepared by Chudoba et al. (2005) who received answers from 1269 Intel Corporation employees in a web-based survey that aimed at development of the measure of virtuality. This empirical study on the group of real employees (and not e.g., a student group) belongs to one of the unique researches as it operationalizes virtuality as a continuous variable with
18 questions assessing six different dimensions of the virtuality (so called discontinuities which present factors that contribute to a decrease in cohesion among the team). The details of the Virtuality Index are presented in Table 2 below.

**Table 2. Virtuality Index with six discontinuities that characterize virtual teams**

<table>
<thead>
<tr>
<th>Type of discontinuity</th>
<th>How it was assessed</th>
</tr>
</thead>
</table>
| Geography             | Work at home during normal business days.  
                        | Work while traveling, for example, at airports or hotels.  
                        | Collaborate with people in different sites or geographies.  
                        | Collaborate with people you have never met face-to-face. |
| Time zone             | Work extended days in order to communicate with remote team members.  
                        | Collaborate with people in different time zones. |
| Culture               | Collaborate with people who speak different native languages or dialects than your own.  
                        | Collaborate with people from different cultural backgrounds. |
| Work practices        | Work on projects that have changing team members.  
                        | Work with teams that have different ways to track their work.  
                        | Work with people that use different collaboration technologies and tools. |
| Organization          | Collaborate with people from different Intel business groups.  
                        | Work at different Intel sites.  
                        | Have professional interactions with people outside Intel. |
| Technology            | Work with people via Internet-based conferencing applications.  
                        | Participate in real-time online discussions, such as chat or instant messaging.  
                        | Meet with people via video-conferencing tools.  
                        | Work with mobile devices. |

*Source:* Chudoba et al. (2005).

Authors drawing from the virtual teams’ literature have identified six discontinuities that capture distinctive aspects of the virtual teaming environment: geography, time zone, culture, work practices, organization, and technology. Each discontinuity was operationalized with few items that in turn were evaluated based on the frequency of the employee’s experience (participants had following options to select from: ‘daily’, ‘weekly’, ‘monthly’, ‘quarterly’, ‘yearly’, and ‘never’). Geography comes as the first dimension as this is most widely spread defining the feature of virtual teams which were created in order to allow the highly qualified people to work together regardless of their home locations. The next discontinuity is collaboration across multiple time zones which is a consequence of work with people from different geographic locations and may impact the way in which communication between team members takes place (synchronously or
asynchronously) depending on how many overlapping working hours between employees are available (if any), e.g., team members can spontaneously reach each other only for 2 hours if part of the team is located in Singapore and part of the team in Poland (6 hours of difference) assuming standard 8 hours long working day is considered. Third dimension that characterizes virtual team is cultural differences that may result from team members’ cultural backgrounds. The cultural discontinuity according to authors plays an important role in virtual teams as communication is mediated through ICT and clearly, is linked to the other dimensions such as geography and time. Further discontinuity is work practices that encompass team members’ different perspectives about how work should be done as well as differences in ICTs; common work practices would allow the team to work smoothly together. The fifth source of discontinuity is the organization which refers to employees being members of different organizations (interorganizational discontinuity) or different functional or business units (intra-organizational discontinuity) which may lead to the presence of dissimilar interests or priorities (e.g., local vs. global) among team members. The last discontinuity is technology that plays a crucial role in virtual team functioning that would not be possible without Information & Communication Technologies (ICT). Chudoba et al. (2005) asked participants about their experience with less common media such as conferencing application, instant messaging, or video-conferences.

As a result of the statistical analysis, authors observed only three discontinuities and eliminated four items from the original index due to redundancy, so that the final tool encompasses following dimensions of virtuality: team distribution (over different geographies and time zones, relying on basic collaboration technologies), workplace mobility (work in environments other than regular offices including different business sites, home, and travel routes) as well as the variety of practices (the degree to which employees experience cultural and work process diversity). What should be highlighted is the way in which the empirical study has been prepared and conducted which builds on the previous research body but at the same time aims at the creation of universally applicable new tool. A critical review of the six discontinuities originally identified by the authors would suggest that as much as geographical, temporal and technological are unique to the “virtual teams”, other dimensions such as culture, organization, and work practice could also characterize proximate teams. It is interesting to learn that indeed only three discontinuities were identified in the group of Intel employees and it would be beneficial to learn how the tool was applied in different organizations.

Schweitzer and Duxbury (2010) instead in order to operationalize the dimensions of virtuality firstly ran a thorough analysis of the literature and identified four common dimensions of virtuality. Secondly, they have
conducted an empirical study of 107 team members of 30 virtual teams of Canadian technology sector company and applied three different dimensions of the virtuality. Table 3 below captures the dimensions of virtuality as well as the way in which virtuality was measured.

Table 3. The measurement of virtuality dimensions

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Operationalization</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Proportion of team work time spent working virtually (WV)</strong></td>
<td>The number of weekly hours spent on work activities related to the particular VT. The number of weekly hours spent working virtually (i.e. not face-to-face) on work activities related to the VT.</td>
</tr>
<tr>
<td><strong>Proportion of member virtuality (MV)</strong></td>
<td>The total number of different member locations divided by the number of team members and multiplied by 100.</td>
</tr>
<tr>
<td><strong>Degree of separation [distance virtuality (DV)]</strong></td>
<td>The distance team members must travel in order to meet, allowing for the number of collocated team members, the number of locations and the distance between those locations</td>
</tr>
</tbody>
</table>

Source: Schweitzer and Duxbury (2010).

The first dimension illustrates the proportion of time that the virtual team members spent on the team’s activities working apart, not face-to-face (neither through meetings or the collocation of some of the members). The second dimension is the proportion of member virtuality which shows what is the split between team members who work in different locations, e.g., a team that is 100% dispersed would have no two members working in the same location. The third dimension is the geographic distance between team members (e.g., the spatial distance between members, or the amount of effort or travel time necessary to meet as a team). Authors operationalized it as the distance that team members must travel to meet, e.g., employees collocated in the same city can have inexpensive, impromptu meetings whereas employees that are very far away from each other in terms of the distance in kilometers or hours spent in the airplane would require much more time and money to meet face-to-face. Statistical analysis of the results showed that even if the items are theoretically related, they do not measure the same construct (see also O’Leary & Cummings, 2007; Gibson & Gibbs, 2006 for similar conclusions on differing dimensions).

6. Virtuality – measurement in my own study

As described in meta-analytical studies, a rich tradition of different ways in which team’s virtuality has been measured in empirical research exists (Carte, Chidambaram & Becker, 2006; Gibson & Gibbs, 2006; Zigurs, 2003). Also, identification with the team belongs to the common research topics
(Huettermann, Doering & Boerner, 2014) as it is considered a team’s adhesive having an impact on the external and internal teamwork results. Identification understood as the emotional importance that team members assign to the fact that they are part of a given group (van der Vegt & Bunderson, 2005) plays an important role supporting cooperative team processes as well as reducing the dysfunctional team processes. I have assumed that the team’s virtuality would matter in terms of team member’s identification with the group: the less virtual the team, the stronger the identification due to the personal contact (face to face meetings and team member’s proximity) and run empirical research in order to verify this hypothesis.

Considering that there are many different approaches to the team’s virtuality related to the empirical research as well as theoretical recommendations. I have decided to include two simple and universally applicable measures of the team’s virtuality in the empirical study: one related to the spatial distribution of the team members and the other one related to the actual number of face-to-face meetings of the whole team. The study was conducted on the group of 206 individuals (116 women and 90 men) who were asked to complete an online questionnaire with questions about various aspects of their current job; the survey was eligible only for people who work in a team, and as such e.g., freelancers’ answers would not be considered. The invitations to participate in the study by completing a questionnaire were shared on social networking website, online portals for graduates of the university of economics as well as through emails sent by the author. All of the people who joined the study work in a team and thus could describe their experience as a team member. 84% of the participants were between 17 and 37 years old and majority of them were of Polish origins (77%).

Earlier research has shown that indeed the place of work or employee location rather than the real distance between the employees affects the perceived distance among the team members (O’Leary & Mortensen, 2010). So no matter if the team members are only a few kilometers far from each other but work in a different office, it may have the same effect on the team functioning as if they would be hundreds or thousands of kilometers apart if they do not share the working space. What is important from this perspective and may have impact on the team identity and building trust is the possibility of spontaneous meetings, water-dispenser or coffee machine chats that are allowed only for the collocated team members and are hardly substituted for by the informal chats or videoconferences. This dimension of the virtuality has been measured by the question: How would you describe most of your team members’ location having as a point of reference your place of work: same room/ same building/ different building in the same city/ different city/ different country (modified version of the measurement used by O’Leary &
Cummings, 2007). From the frequency analysis, it seems that majority of the participants work within small physical distance from their teammates with around 75% of people indicating that they either work in the same room or the same building as most of their team members.

The second measurement of the virtuality employed in the study consists of a number of face-to-face meetings of the entire team since the research results so far have indicated that the frequent direct interactions between team members reduce the perceived distance between employees (Muethel, Gehrlein & Hoegl, 2012). The measurement used was based on the tool tested in the empirical study conducted by Kirkman et al. (2003) and allowed for quantitative analysis with one question only: *How many times did your entire team meet face-to-face in the past year?* There were no options to be selected as answers to this question, so e.g., for people who answered “every day” the number of meetings was coded as 365. Based on the average number of the face-to-face meetings of the entire team (95 per year), we can state that participants work in teams that are virtual only to some extent considering that the F2F meetings are rather frequent. Table 4 presents the number of face-to-face meetings depending on the location of employees.

<table>
<thead>
<tr>
<th>Location</th>
<th>Number of participants</th>
<th>Average number of F2F meetings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Same room</td>
<td>82</td>
<td>137.78</td>
</tr>
<tr>
<td>Same building</td>
<td>73</td>
<td>96.19</td>
</tr>
<tr>
<td>Same city</td>
<td>12</td>
<td>67.00</td>
</tr>
<tr>
<td>Different city</td>
<td>21</td>
<td>15.71</td>
</tr>
<tr>
<td>Different country</td>
<td>18</td>
<td>4.33</td>
</tr>
<tr>
<td>Total</td>
<td>206</td>
<td>94.82</td>
</tr>
</tbody>
</table>

In order to learn how the virtuality’s operationalization matters, I have compared the relationship between team’s virtuality and identification with the team. Indeed, results differ depending on the way in which virtuality is captured in my study: there are no statistically significant links between virtuality and identification when virtuality is measured as a distance between team members (virtuality understood as physical dispersion of the team) but correlations are statistically significant when virtuality is measured as a number of face-to-face meetings (virtuality reversely coded: the higher the number of the direct interactions of the whole team, the lower the virtuality). It occurred that in the latter case, the more face-to-face meetings took place, the stronger the team member’s identification with the team. This result translates into a negative link between team’s virtuality and identification with the group: the more virtual the team is, to the lesser extent team members would identify
with the group. What is interesting is that the relationship between virtuality (understood as number of face-to-face meetings) and social identification mattered only for women. When participants’ sex was considered for detailed analysis, it occurred that the positive significant relationship between number of face-to-face meetings and identification exists only in the group of women and is insignificant for men. Clearly, female team members would identify more strongly with the team, depending on the frequency of the direct interactions with team members.

Table 5. Relationship between number of face-to-face meetings and social identification

<table>
<thead>
<tr>
<th>Number of F2F meeting</th>
<th>Social identification (all)</th>
<th>Social identification (women)</th>
<th>Social identification (men)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>0.226(**)</td>
<td>0.283(**)</td>
<td>0.157</td>
</tr>
<tr>
<td>Number</td>
<td>206</td>
<td>116</td>
<td>90</td>
</tr>
</tbody>
</table>

** Rho Spearman is significant at 0.01.

7. Discussion of the results

We can observe disconnection between theory and practice in the research on the virtuality. On one hand, the extensive body of theoretical studies presents virtuality as a continuous variable with multiple dimensions and encourages researchers to study the phenomenon of the virtual teams in their natural settings. On the other hand, researchers who conduct the empirical studies tend to present virtuality as a discrete variable (comparing virtual teams with proximate teams) and operationalize virtuality with one dimension only with heavy reliance on student projects and laboratory studies (Martins et al., 2004; Schweitzer & Duxbury, 2010). The discrepancy between what is recommended and what is actually done could stem from the practical challenges that researchers experience with the access to the real teams, budgets required for long-term studies in the organizations and difficulties to apply theoretical recommendations (e.g., such as very detailed instructions on how to assess the geographical distance between team members) in practice while keeping the research process efficient and easily replicable.

Considering the previous arguments on how much the way in which virtuality is operationalized matters and at the same time learning that only in limited empirical studies different operationalizations of the virtuality were implemented, I have decided to compare two different measurements of the virtuality. Both of them were very simple (consisted of one item) but captured virtuality in a dissimilar manner (either as the physical distance or number of
the face-to-face interactions between team members). What is worth stressing is the fact that the measurements used in my study could be used by many different organizations as they did not require any additional calculations from the author and assumed that the participant of the study who is a team member would be the best source of information about the team’s virtuality. Furthermore, considering that the tools are universally applicable, it allows the researchers to use them in different contexts and thus makes comparisons across various groups possible which enriches the research and creates bridges between studies (as opposite to the gaps caused by the tools that are too much customized to the needs of the given study and as such are limited to one research only). What should be stated as a limitation of my empirical study are statistical proprieties of the different ways of operationalizations (with virtuality as the location being categorical variable and virtuality as some meetings being continuous variable) as well as a relatively small sample of participants that may have an impact on the results. Yet, the findings from my empirical research seem to be consistent with the literature – the method to measure the variable used in the study mattered as for the relationship between virtuality and identification with the group.

McGrath’s definition of a team – “an entity that interacts, is interdependent, mutually aware, with the past and an anticipated future” (McGrath, 1984, p. 6, after: Griffith & Neale, 2001) at no point mentions that face team members should stay within a closer physical distance from each other or should have face-to-face contact in order to be called a team. McGrath stressed the fact of team members’ interactions with each other and worked on the common goal which is a real defining feature of any team. Considering the developments of the technology in the recent few decades that allow people to cooperate across the distance; there is a purpose to talk about the new phenomenon. But, maybe instead of calling it virtual teams, we could discuss the virtuality of the modern teams.

Treating virtuality as a variable that can describe the context of each and every team can enrich research on team processes in terms of the team effectiveness models. Contextual factors impact team outcomes via direct, mediating, and/or moderating effects. Virtuality seen in a similar manner as team characteristics (for instance team size or teamwork skills) and organizational or environmental factors (e.g., trainings, rewards) in the description of the team processes can allow us to more fully understand and assess teams (Foster et al., 2015). Griffith and Neale (2001) came to similar conclusion suggesting that virtualness is just one of many characteristic features of a team and not the defining dimension of the “virtual team” so it should be considered in a similar way as, e.g., conflict management or diversity that affects team performance. Consequently, what I recommend instead of comparing two
(virtual and proximate) or three (virtual, proximate, and hybrid) categories of teams is to see virtuality (understood as reliance on the Information and Communication Technology that allows skipping the geographical and temporal distance between team members) as a continuous variable that can describe any team. I believe that the challenges with defining the virtuality or stating what are the differences between virtual and non-virtual teams are evidences that the virtual teams’ field is not necessarily immature but it might be erroneous to talk about the virtual teams per se. Much of existing literature on virtual teams is indeed anecdotal and descriptive with much attention being given to the Anecdotal description of the characteristics, costs, benefits, and challenges of virtual teams have dominated the scientific discourse for the past few decades (Martins et al., 2004; Gibson & Gibbs, 2006). Instead, it might be more efficient to see virtuality as a dimension of any team that will allow to develop new theories, cumulate the knowledge on the team context and apply it to team research (Foster et al., 2015). Therefore, I encourage the future research to use simple, universally applicable tools to measure the virtuality of the teams that would enrich wider literature on the team functioning and reduce the need to decipher level of details and definitions split that is currently hindering the scientific debate. Adding virtuality to the contextual variables when conducting team research could help further theory development and integration of the research on both virtual teams and teams which allow for aggregation of results across studies and generation of cumulative knowledge in the subfield of virtual team studies.

8. Conclusions

Organizations in the recent decades have implemented more changes related to the structure than in the past centuries as result of the advanced technology changes. As much as organizations are changing; so do employees and their work conditions. Two decades ago, working at a distance might have been a rare option for organizations and employees, yet currently “virtual work” belongs to rather common work arrangements (Herbsleb, 2007) Therefore, it might be beneficial not to ask whether a team is virtual but “how virtual is the team?” (Schweitzer & Duxbury, 2010, p. 275).

When it comes to the three aims of the article: to compare definitions of virtual teams, to learn how virtuality has been measured in the empirical studies, and to present results of my own research with two different measures of virtuality, I have come to the following conclusions. Firstly, majority of authors would define the team’s virtuality as the distance (both geographic and temporal) between team members, but other would add reliance on the technology (that allows replacing the face-to-face contact) among team
members. I assume that it is primarily thanks to the developments of the ICTs that virtual teams are created and allow team members to skip the distance and replace face-to-face interactions. Secondly, based on the results of the meta-analytical studies, it was observed in theoretical research that although the virtuality was mainly presented as continuous and multi-dimensional variable, in majority of the empirical research, the virtuality was measured as a dichotomy and single dimension only. I have selected empirical studies (Chudoba et al., 2005; Schweitzer & Duxbury, 2010) whose authors did follow the theoretical recommendations and measured team’s virtuality on the few different dimensions. Thirdly, in my own empirical study, I have operationalized virtuality as both the distance among team members (categorical variable) and the number of face-to-face meetings (continuous variable). Different measurements lead to different results with a significant relationship between the team member’s identification with the team and virtuality only when a number of face-to-face meetings were considered: the stronger the identification with a group among female participants, the more frequently the whole team meets face-to-face.

In summary, I am convinced that it is reasonable to talk about the virtuality or dispersion of the team as a characteristic feature of any team. Also, a feature that can be displayed on the continuum, ranging from the teams whose members are all collocated and meet face to face regularly (not at all virtual/ not dispersed team) to the teams whose members all work in different locations and who have never meet in person (purely virtual team).
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COMPARATIVE ANALYSIS OF INSTRUMENTS USED TO MODIFY TEMPLATES IN CONTENT MANAGEMENT SYSTEMS

Wojciech Wójtowicz

Abstract
Contemporary websites become the primary, and often the only communication tool for the majority of enterprises and organizations. However, they require frequent updating of content. In such cases, content management systems (CMSes) become a dedicated solution. Due to the large offer of commercial and non-commercial CMS solutions, making the right decision is strictly connected with the costs generated by the said systems. Templates, which define the layout of a website, are a crucial element of every content management system. The following paper attempts to answer the questions whether templates can be modified by using the publicly available tools without the necessity to involve IT specialists and, consequently, incurring additional costs of making such changes.

Keywords: Content Management System, templates, Cascading Style Sheets, websites.

1. Introduction

Content management systems are a very frequently used tool to build contemporary websites (Figure 1). They have been functioning on the Internet technologies market since mid-nineties. They are based on the PRISM (Presentation of Realtime Interactive Service Material) system of the American company CNET, in which a website template with the content read dynamically directly from a relational database was used for the first time (Wieczorkowski, 2015). The dynamic development of content management systems occurred at the beginning of the 21st century.
The main advantage of content management systems is the possibility to edit the content easily without having specialist knowledge of Information and Communication Technologies. It is enabled by the construction of the content management system, in which the content of a website has been separated from its layout. New information constituting the website’s content entered by authorized users reaches the database. Each indication of a website address by the clients using a browser results in the CMS generating the relevant website on the basis of the content stored in the database and the template defining the website’s layout. This enables a relatively quick and very flexible management of the content of the information published on the Internet. Whereas the content editing is performed with the use of simple tools included in the user interface of a content management system. Modern CMSes allow for the modification of not only the document’s content but also its structure (Nalepa, Ligęza & Wójcik, 2007; Zakrzewski & Stroińska, 2009; Matysek & Tomaszczyk, 2009).

The aim of this paper is to analyze the possibility to change the graphic templates of content management systems beyond the modification frames of graphic elements provided for in the said systems. The analysis mentioned above will discuss only the methods which do not generate additional costs for the users of a content management system.
2. Content management systems (CMSes)

CMSes are most frequently built on the basis of a platform comprising a web server with an embedded PHP module and a MySQL or PostgreSQL database server, i.e. open source systems operating under the GNU General Public License (Prauzner, 2015). ASP.NET and JAVA technologies are much less frequently used in this case, while Microsoft SQL and ORACLE are not very common in the case of database servers.

The offer of content management systems is very broad and comprises several hundred systems, not including dedicated systems, i.e. developed for certain entities. A large proportion of publicly available CMSes is free. Those systems constitute at the same time a group of the most frequently used content management systems. The ones we can distinguish are WordPress, Joomla! and Drupal. The said systems constitute in total over 60% (Figure 2), and with respect to the statistics including Polish websites – over 80% (Figure 3) of the most frequently used CMSes (according to the data published by Q-Success Software Quality Management Consulting on W3Techs – Web Technology Surveys websites and the ICT BuiltWith® Pty Ltd forecasts and technology trends website).

![Figure 2. The statistics concerning the use of content management systems in building websites worldwide](source: Q-Success Software Quality Management Consulting on W3Techs – Web Technology Surveys websites (https://w3techs.com)).

The WordPress system operating since 2003, based on PHP and MySQL technologies and distributed under the GNU license (http://www.gnu.org) is an absolute leader in this case. It is also a very dynamically developed system.
Since 2003, several dozen versions of this systems have been created. The latest version – 4.5.2 – was released in May 2016 (https://wordpress.org).

A slightly less popular system – Joomla! – is based on the same technologies (PHP and MySQL) and, similarly to WordPress, is an open source system. Since its first launch in 2006, a dozen or so versions of this system have been created. The latest version – 3.5.1 – is the first in the 3.5.x versions series, released for the first time in March 2016 (https://www.joomla.org).

![Figure 3. The statistics of the use of content management systems in building websites in Poland](image)

**Source:** On the basis of the data of the ICT BuiltWith® Pty Ltd forecasts and technology trends website (http://trends.builtwith.com/cms/country/Poland).

The third most frequently used system is Drupal. Like previously mentioned systems, this one was also created in PHP. However, it can support different database servers, starting from MySQL, through PostgreSQL and SQLLittle, ending with Microsoft SQL. This system is developed as dynamically as WordPress. It appeared on the market in 2001 and since then several dozens of versions of this system have been created. Its latest version is 8.1.2, which was released on 1 June 2016 (https://www.drupal.org).

**3. Graphic templates**

The use of a model dynamically combining the content collected in the database with the template defining its layout enables not only a flexible exchange
of the website’s content through its easy editing but also has an additional advantage of an equally easy mechanism of exchanging the website’s layout through the use of a new template.

The templates, usually prepared by graphic designers specializing in building layouts for websites, are coded in the form of relevant rules of Cascading Style Sheets (CSS). They define the properties of individual elements forming a website’s template.

Modern templates define not only the properties related to the appearance of individual markers but also the correlations between them and their allocations in the area of presentation of the website’s content. A large number of elements forming the template, cascading correlation between individual definitions similar to the inheritance mechanism used in object-oriented programming and division in which individual elements are distributed, make the simple definitions of CSS’s properties create an often complex structure, very difficult to interpret without specialized tools.

Therefore, the change of a website’s layout requires an appropriately prepared template. The user of a content management system may use for this purpose ready-made templates shared by the authors of individual CMSes. Websites sharing free and commercial templates for individual content management systems are also available. Examples of such websites are among others: www.subrion.org, www.freecmstemplates.com, www.template.net, and themes.cmsmadesimple.org.

It is also possible to commission the creation of a dedicated template for the built website. Such a solution guarantees that the template will meet our expectations and will not require further modifications. This, however, entails some costs we have to bear.

All options mentioned above lead to the use of a ready-made template. If we focus on the lowest costs of obtaining a template and use one of the free distributions, we have to take into account the fact that it may be difficult to find a template that meets all of our expectations. We also have to be aware that the pool of free templates is publicly available, which means that the layout of our website will not be unique and, consequently, it may not be easy to achieve one of the marketing objectives, i.e. to distinguish oneself from the competition (Wit, 2009).

So how to obtain a template that is unique and adjusted to all our needs while keeping the costs to a minimum? A good solution would be to modify a free template so that it meets our needs. Yet any interference with the code of CSS files that store the properties of individual website elements without specialized tools may not be easy and frequently entails the necessity to involve a qualified specialist to make such a modification, which results in the increase of the related costs.
It also turns out that modern browsers have an embedded tool that significantly facilitates the modification of a template and allows for making potential changes with a minimum knowledge of the CSS technology.

Figure 4. The work area of Firefox browser with enabled Developer Tools. 1) starting the elements indication mode, 2) the indicated element, 3) CSS definitions describing the properties of the indicated element, 4) location of the properties in CSS files

Below we will analyze the procedures for changing a website’s layout through the modification of the template, with a particular focus on the maximum reduction of costs, i.e. with the use of publicly available and free tools.

4. Modification of templates in Joomla!

Although this system is not the leading content management system in terms of frequency of use, it has the most user-friendly interface which can be used in order to modify graphic templates.

In the default installation of the latest 3.5.1 version of Joomla!, we get four templates. The system administrator interface enables a simple modification of several parameters of each of the templates installed by default. The changes include the possibility to add a logo of an institution or a company to the template, select one of the several available color schemes, and a very
simple modification of the font of the text the website will use. These minor modifications allow for a slight diversification of the available templates. However, they cannot be considered sufficient, in particular in terms of distinguishing the website from the competition.

As an administrator, we can simultaneously edit all files, including CSS format files that store complete information about the layout of the template installed in the system. We can move to the editing mode by selecting the chosen template. It shows among others a list of all files comprising the template. In the case of templates prepared for Joomla!, CSS files are located in a catalog of the same name, which facilitates their location. When we open it, we get the possibility to edit each of them in a very convenient editor which highlights the syntax.

Unfortunately, in most cases, CSS files constitute a very complex set of definitions of the properties of individual elements. Their modification in the editor without adequate qualifications or an appropriate tool facilitating such modification is very difficult.

Aid is provided by modern browsers, and more specifically the embedded programming tools called Developer Tools. They are used by all of the most common browsers, both Microsoft’s Internet Explorer (from version 11) and the new Edge browser, Mozilla’s browser – Firefox (from version 11), Google’s browser – Chrome, and Safari browser dedicated to devices with Apple’s IOS system. In the latter one, this tool is called Web Inspector. It is available from versions iOS 6.1, and its activation requires an additional selection of the appropriate option in the menu. The Web Inspector is activated through the menu or shortcut key Ctr+Alt+I. Unlike in the case of other browsers, where Developer Tools are enabled by selecting the F12 function key.

In the case of website templates, this tool is perfect for locating the relevant definition in complex CSS files through the indication of the selected element of the website with the mouse cursor. In response, we get the definition of cascading style sheets for a given element with the precise location of the definition (name of the file and number of the line). Having this information, we are easily able to make individual changes in the relevant file that define the properties of a given element.

The template modification procedure with the use of Developer Tools is therefore performed according to the following diagram (Figure 5).
Figure 5. The template modification diagram with the use of Developer Tools embedded in the browser

In the first step, we open our website with the use of a chosen browser by indicating the domain name specifying the location of our website. As a result of such an inquiry, the content management system operating on the server generates a website created from the combination of the content located on the database server and the template specifying the layout of our website. In the next step, we enable the Developer Tools embedded in our browser by using the appropriate function key or by selecting them in the browser’s menu.

Selecting the option of the Developer Tools’ selector allows for indicating the element of the website we want to modify. The indication of the selected element while switching from Developer Tools tabs to CSS files editing results in the indication of the rules specifying the properties of the given element. In the opened editor window of CSS files, we can change a given value and therefore change the layout of the given element. In almost every browser the embedded programming tools will also show the possible values of a given property, which significantly facilitates the modification for users who do not have good knowledge of the CSS cascading style sheets technology (Figure 4).

However, it is necessary to bear in mind that the modifications made in this manner are modifications in the off-line mode, i.e. they function only on the website loaded locally to the browser. A permanent change of the selected properties requires saving the changes on the server in the appropriate place.
in the relevant CSS file. This is also facilitated by Developer Tools, in which we obtain precise information on the location of the changes, consisting in the indication of the name of the CSS file and the number of the line in which the change is to be made.

Making a permanent change directly in the files located on the server is possible in the case of Joomla! by editing the file indicated in Developer Tools from the system administrator level. By moving to the option of template management and indicating its name, we get the possibility to edit each of the files forming the template, including the CSS file indicated by the browser’s programming tool. We modify the file directly on the web server by saving the changes made in the editor.

An alternative for editing the file from the system administrator level of a content management system is the possibility to establish a connection through the File Transfer Protocol client, download the modified CSS file to local resources, and modify it with the use of any editor in accordance with the indications from Developer Tools. We overwrite the locally modified file version on the server using the established FTP session.

Considering the fact that all the data necessary to make the changes are provided by Developer Tools, the modification of the properties of individual elements of the template should not cause problems for an average user of a content management system; especially assuming that we only make a reconstruction of the installed template.

In this case, particular attention should be paid to the copyright of the template’s authors, and especially the clauses allowing for the modification of the downloaded templates.

5. Modification of templates in WordPress

In WordPress content management system, at the start the user gets only two graphic templates. The scope of modification of the templates from the administrator’s level in the default installation is significantly broader than in Joomla! content management system. The user gets the possibility to select one out of four color schemes for all template elements, and also the possibility of an individual change of the colors of selected template elements. He can also easily add a logo or a website background. Although the administrator’s interface of the WordPress system allows for a slightly broader modification of the template, it does not guarantee the development of a unique layout of the website. The mentioned changes are limited only to some template elements.

As in the case of Joomla!, here the possibilities of template modification can also be significantly extended by supporting the process of changes with the browser’s Developer Tools. Here the pattern is very similar to the changes
made in the templates of the Joomla! system. (Figure 5). Also, the modification of CSS files alone is possible directly from the administrator’s interface with the use of the available editor. However, in this case, we encounter a less user-friendly editor environment. The syntax is not highlighted, and the lines of the edited file are not numbered. This greatly hinders the modification of the properties of the selected elements. Despite precise information about the location of the definition of the selected element’s property we get from Developer Tools, we are not able to find the right definition as quickly and precisely as in Joomla!. In the case of WordPress, the stage of updating the CSS files located on the server may be performed with the use of the FTP client. The default location for cascading style sheets of the templates in WordPress is the wp-content/themes/ catalog. We can edit the file downloaded through the FTP in the editor which highlights the syntax and, more importantly, numbers the subsequent lines of the edited text. This can be done with the use of the very popular and free editor Notepad++. We place the modified file on a server, saving its original location.

We can eliminate the inconvenience resulting from the relatively limited editor embedded in the administrator’s interface of the WordPress system by installing an add-on that facilitates file editing. Examples of such add-ons are “WP Live CSS Editor” and “Simple Custom CSS”. They enable a preview of the changes on the website during the modification of the properties of individual elements saved in CSS files. However, it must be remembered that the installation of every add-on requires a verification of its compatibility with the installed version and often the issue of additional commands, which may cause problems, especially for inexperienced users.

6. Modification of templates in Drupal

The default installation of Drupal offers only two templates. As in the majority of content management systems, after we move to the system administrator’s panel, we get the possibility of simple modification of templates, consisting mainly in the selection of color schemes prepared for a given template. However, this option has a very convenient interface of modification of colors of the main elements of a template through a very intuitive and easy to use mechanism. The manual selection of color results in the generation of its RGB code, which is at the same time assigned to the selected element. After saving the above settings, we can see the direct effect on the website generated by Drupal.

This is, however, the only mechanism that distinguishes Drupal in terms of template modification. In the default installation, this system does not have a file editor that allows for editing and modifying their content directly from
the CMS interface. Therefore, we should save all changes we make with the use of the FTP client. As in the case of the default installation of WordPress, the files downloaded through the FTP are modified locally on the basis of the set parameters of the element indicated by Developer Tools. It, therefore, uses a similar pattern (Figure 5), whereas on-line modification is done mainly with the use of the FTP protocol.

As in the case of WordPress, Drupal also allows for installing additional modules enabling to edit CSS files directly from the system level. Popular plug-ins such as CSS Editor, Lice Theme and Live CSS often require additional configuration and verification of compatibility with the version of the plug-in with the version of the installed content management system. Also, it is important to remember about certain limitations resulting from the configuration of accounts on the servers on which our website is located. The installation of dedicated plug-ins should, therefore, be treated as an additional option without which we cannot modify the styles specifying the template using only a locally installed editor, the free FTP client, and Developer Tools embedded in the browser.

7. Conclusions

Content management systems are a technology increasingly used to build websites. By definition, they are the tools for the flexible formation of website content. The layout of a website built with the use of a CMS is imposed by a ready-made template. The administrator interface of the content management system enables only a minor modification of the template. However, the conducted comparative analysis shows that the combination of two independent tools, i.e. a content management system with Developer Tools embedded in modern browsers enables a significantly greater interference in the template’s structure, allowing at the same time for a relatively easy and almost unlimited modification of the template. Also, the analyzed methods of modification of a graphic template do not generate any additional costs, which satisfies the assumptions mentioned at the beginning of the paper.
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Abstract

The main aim of the paper is to present the results of the experiment on the impact of management tools for the process of planning. It includes the theoretical foundations on the work of a manager using organizational techniques with the use of management tools to solve an organizational problem. Presented theoretical foundations are an introduction to test hypotheses which were verified with quantitative and qualitative data of an experiment in conjunction with non-participant observation. Analysis of these data enabled the authors to claim that the characteristics of managerial tools affect both the course of the organizational techniques, as well as the content of the solutions for the organizational problem.

Keywords: project planning, managerial tool, management technique, system of organizational terms.

1. Introduction

The idea how organizations perform changed during last decades from the view in the traditional organization theory (Scott, 1961) to interdisciplinary approach to organizations (Cummings & Kiesler, 2014) and combinations of narratives and analysis in explanation of organizations (Rowlinson, Hassard & Decker, 2014). However, there is still some cognitive gap in relations of main terms widely used in different approaches to organizations: the organizational technique, the organizational problem, and the managerial tool. The gap appeared concerning the influence of the last element – the managerial tool – on a way of work of a manager and using a proper organizational technique by this manager to solve the organizational problem. We can state the following research problem, which is claimed in a general research question: in what way does a managerial tool influence the process of using a particular organizational technique by a manager? The summary of the first theoretical
background in the research which is the organization theory was described in Section 2.

The aim of the paper is to solve the research problem and answer the research question mentioned above, however, the conclusions of the research were planned to be valid only in relation to the group of participants of the research. According to the research problem there are two hypotheses posed by authors:

- H1. Features of a managerial tool do not influence a process of an organizational technique used by a manager.
- H2. Features of a managerial tool do not influence the content of a solution for an organizational problem.

The hypotheses and the effect of their verification were also planned to be valid only in relation to the group of participants of the research. Research methods used for the elaboration were an experiment and a non-participant observation. Research tools – online managerial tools – were prepared accordingly to the idea of the system of organizational terms (Flak, 2013b). This concept was the second theoretical background of the research, and it was presented in section 3. This paper contains:

- the view of an organization based on some elements of the traditional organization theory, such as the organizational technique, the organizational problem, and the managerial tool,
- the system of organizational terms as a methodological frame in recording organization performance,
- methods of research conducted to verify hypotheses presented above,
- quantitative and qualitative results of two experiments which allowed to verify the hypothesis H1 and hypothesis H2,
- further directions of research dealing with the use of managerial tools in organizational techniques.

2. Organization theory as the first background of the research

In the traditional approach, the organization is viewed as “a vehicle for accomplishing goals and objectives” (Scott, 1961, p. 7). In this meaning, this is the place where the human cooperation appears. There are four pillars of this approach: a division of labor, scalar and functional processes, a structure and a span of control (Scott, 1961, pp. 9-10). The next view of the organization added the superior position in the organization of a man who would have knowledge and techniques of acting on behalf of the organization in some way making organizations operating in the environment (Thomson, 1961, pp. 12-13). The role of managers and members of the organization were widely stressed in the next works on organization theory (Gibson, 1966, pp. 244-245).
The vision of the organization changed gradually, and a few years later the need for the organization theory development appeared. This need enhanced with several dimensions such as a rising role of group processes, meaning of organizational community, abstract and relative values instead of absolute ones, efficacy of planning, meaning of leadership (Scott, 1974, pp. 249-250). Just after this change, other assumptions appeared in the organization theory. Firstly, it was remarked that managers use different methods to obtain similar objectives, despite the fact there might be some similarities in management styles. Secondly, authors emphasized the role of objective measures in making managerial decisions. Thirdly, methods of managing were claimed to be adjusted to the social aspects of organizations (Negandhi, 1975, pp. 334-335). It is worth adding that in the next decades, many changes in the organization theory appeared, especially the narrative approach and adequate research methods (Czerniawska-Joerges, 1997). They gave a foundation of conclusions that the boundaries between material and immaterial aspects of organizations could not be maintained in the organization theory anymore (Washbourne & Dicke, 2001, p. 107). In the recent years, new approaches were created. They tried to recognize how to develop organization theory, by a discussion between theorizing top-down vs. bottom-up theorizing (Shepherd & Sutcliffe, 2011) and theorizing within one literature or across multiple bodies of literature vs. theorizing with implicit assumptions or explicit constructs in the focal publications (Suddaby, Hardy & Huy, 2011). Also, it was tried by an interdisciplinary approach to organizations (Cummings & Kiesler, 2014, pp. 11), and combinations of narratives and analysis in explanation of organizations (Rowlinson et al., 2014, pp. 252-260).

Moving back to the essence of the organization performance, it is worth saying that the central part of organization performance is an activity of people inside the organization (Popper, 1997, p. 101). Popper (1997, p. 101) remarks that we could not even say that the organizations “perform” themselves. This statement was a fundamental assumption in conceptualization in this research. As Negandhi (1975) claimed and Szarucki (2013, p. 171) reminded, functioning of organizations can be characterized by a description of organizational methods or techniques used by a human (the term “organizational techniques” will be used in a further part of the paper). The traditional approach to the organization gave a possibility of conceptualization the connection between the organizations and people activity within organizations. In this approach, organizational techniques usually have strictly specified procedures that have to be used in solving problems in an organization (Jerzak, 1994, p. 91). A general idea of a problem can be defined as a deviation between the state „what should be” and the situation „what is in reality” (Kepnera & Tregoe, 1965, p. 18). Referring to this definition, the organizational problem is a task
aimed at establishing possible optimal ways of acting in a particular situation in an organization (Mikołajczyk, 1973, p. 159). The literature presents a testimony that one of the most important ways of solving organizational problems is using instruments (Piłejko, 1976, p. 181). In management science, an instrument is defined as a tool or an appliance to do some action (Pszczołowski, 1978, p. 85). Thus, such an instrument – managerial tool – is in some way detached from a manager, his predispositions, and skills of using organizational techniques. An administrative managerial tool is an algorithmic and certain way of realization management functions, possible to be used by any manager (Flak, 2013a, p. 195). Of course, there are some restrictions and constraints of managers behavior described by Giddens (1979), such as interpretive schemes, mutual knowledge, dependence on social interaction (Giddens, 1979, pp. 83-96). However, these factors were not researched, and they were taken as similar in the group of the research.

3. The system of organizational terms as the second background of the research

The system of organizational terms is a methodological idea in management science which was projected to record the organization performance using the observation technique along with management tools as research tools. The concept was created by Flak (2007, 2008) with the conceptualization of the organizational reality, then other elements of the system have been created, such as definitions of organizational terms (Flak, 2009) and methods of gathering data about the organization performance (Flak, 2010).

The system of organizational terms is based on a few key assumptions. Firstly, as it was mentioned in the introduction, organizations perform by organizational techniques used by a manager and members of an organization for organizational problem solving. Using organizational managerial techniques is connected with using an appropriate managerial tool (Flak, 2013a).

Secondly, the ontology of organizational environment consists of elements typical for the case of ontology development (Staab & Studer, 2009, pp. 2-8). The definition of this ontology is as follows. The elements of the universe of the organizational environment described by the system of organizational terms: \( D = \{ \text{fact}T_1, \text{fact}T_2, \text{fact}T_3, \ldots, \text{fact}E_1, \text{fact}E_2, \text{fact}E_3, \ldots \} \)

The elements of the ontology are facts. The abbreviation “\( T \)” means it is a thing, and “\( E \)” indicates events. Counting facts by numbers is possible. Facts appear within time. Their increasing values are not constrained by any number. The set of relations on \( D \) is as follows: \( R = \{ \text{name of fact}T_1, \text{name of} \).
factT2, name of factT3, …, name of factE1, name of factE2, name of factE3, …, creates, starts} (Flak, 2013b).

Thirdly, the epistemology uses a merger of a quantitative and qualitative approach that leads to using a mixed-method in research on organizational reality (Symonds & Gorard, 2010, p. 121). A research method in the system of organizational terms ought to assure a rationality in cognition by indirect reference to a subject of cognition, indeed the thing that is a sense of the subject (Heller, 2009, p. 114). There is an observation used in the system of organizational terms. However, it is applied in a slightly wider meaning than this is understood in social sciences (Little, 1993).

Fourthly, the measuring tool in the system of organizational terms is a managerial tool used within the organizational technique to solve an organizational problem. The idea of a managerial tool in the system of organizational terms is based on an assumption that management means creating “things” in an efficient (Kotarbiński, 1969, pp. 127-141) and effective (Kotarbiński, 1969, pp. 113-116) way. In original “Managing is about getting things done” (Chopraa & Gopal, 2011, p. 63). The idea is also fostered by an idea of a behavioral unit; that is consistent behavior lasting any time, perceived as an activity of a person or a group. A behavioral unit has its beginning and ending, and concrete meaning in the particular context of actions (Hatfield & Weider-Hatfield, 1978, pp. 44-50).

Finally, the system of organizational terms belongs to the systemic approach (Bertalanffy, 1950, pp. 134-165) and is based on rules of concluding, which origins from a formal logic (Crane, 2012, p. 31).

As it was presented above, the system of organizational terms is a methodological framework for conducting research in the area of organization performance by recording managers behavior who use organizational techniques to solve the organizational problem with the managerial tool.

4. Methodology of the research

The system of organizational terms presented above was a basis of the methodology of the research and a premise to use online management tools as research tools during the observation of managers’ work. There were two research methods used: an experiment and a non-participant observation, with the experiment as the main method used by the researchers.

The experiment was organized in two stages: in November 2015 and March 2016. In both cases, participants of the research were students of management at one of the Silesian universities. They were challenged by a real organizational problem that was teamwork planning on bachelor’s thesis. We have to mention that preparing bachelor’s theses in groups is a quite new
and original approach to organizing studies, and it can be acknowledged as a special one. On the first stage of the experiment, there were 10 groups and on the second – 6 groups. The result achieved by a group was treated as an effect of work performed by a single manager. This was reasonable from the point of view of research objectives and did not influence on the verification of the hypotheses.

Groups taking part in the experiment got the same organizational problem to solve with the use of two organizational techniques – technique of setting goals (1) and technique of creating tasks (2) – with online managerial tools corresponding with them – the Goaler (1) and the Tasker (2). The researcher gave the following instruction: “Prepare a plan consisted of goals and tasks, which will allow you to prepare your team project (bachelor theses)”.

Every phase of the experiment consisted of two stages and two general types of management tools – empty sheets of paper (A) and online management tools (B). Although treating empty sheets of paper as a managerial tool could raise doubts, it fulfills assumptions of a managerial tool’s definition’s presented in an introduction. Blank sheets of paper have a feature that causes a zero measurement error as a consequence of so-called bias influence (Olson, 2006). The feature means that a tool in a form of empty sheets of paper is simply clear (not written). Thus, we can assume that its influence on a manager is always the same taking into consideration a graphical form (content structure, suggested actions, managing attention, etc.). Additionally, the influence is the same in the case of organizational techniques used in the experiment, because empty sheets of paper are equally an appropriate tool for setting goals and creating tasks.

In the case of 10 groups participating on the first stage of the experiment, at start managers had to plan their work on empty sheets of paper, and when they finished, they planned projects using online management tools (the Goaler and the Tasker described above). Six groups from the second stage of the experiment worked in reversed order of using a particular managerial tool. First, they planned using online managerial tools and then they did the same on empty sheets of paper. Both stages of the experiment were done during the 2-hour sessions (120 minutes).

In the experiment, the researcher used a non-participant observation because all actions of students were registered by managerial tools (empty sheets of paper, the Goaler and the Tasker). Hereby, one of the main assumptions of the system of organizational terms was executed. It states that managerial tools are simultaneously measurement tools. There was a survey conducted after the first stage of the experiment. Results of the second stage of the experiments were discussed with participants. Information gathered in
this way was very helpful in formulating ending conclusions and verifying the hypotheses.

Although the participants of the research were students of management, in order to keep a consistent vocabulary referring the quantitative and qualitative results of the research in the Section the leaders of groups of students were named as managers. The authors of the paper are conscious that this is a kind of a metaphor – the students were not real managers in companies – despite this, the authors assumed that they acted in the small teams as in small organizations using common organizational techniques and management tools.

Because main measurement tools were the Goaler and the Tasker, this is necessary to explain their functionality and other features. The management tools used in the research have following features:

- they split a process of management into small parts, according to the idea of a "unit of behavior" (Curtis, Kellner & Over, 1992),
- a result of using management tools is an object that is an effect of a management process (Flak, 2013a),
- a possibility of registering organizational resources as results of processes conducted within the organization (Glykas, 2011, p. 11).

According to these rules, the form of the Goaler consists of several features of the goal. A manager who used the Goaler could describe a goal as presented in Table 1.

**Table 1. Features of goals in the Goaler**

<table>
<thead>
<tr>
<th>Features of a goal</th>
<th>A way of description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A vision of the future:</td>
<td>Form – 300 characters</td>
</tr>
<tr>
<td>A short name of the goal:</td>
<td>Form – 60 characters</td>
</tr>
<tr>
<td>The period or date:</td>
<td>Buttons and lists of options</td>
</tr>
<tr>
<td>Measurers x 10:</td>
<td>Form – 300 characters</td>
</tr>
<tr>
<td>Is the goal real to achieve?</td>
<td>List of options: {choose, yes, mostly yes, partly, mostly no, no}</td>
</tr>
<tr>
<td>Does the goal belong to your duties?</td>
<td>List of options: {choose, yes, mostly yes, partly, mostly no, no}</td>
</tr>
<tr>
<td>Create the goal based on green box details:</td>
<td>Form – 480 characters</td>
</tr>
<tr>
<td>The goal is in the field of:</td>
<td>List of options: {choose, finance, human resources, logistic, management, marketing, products, and services}</td>
</tr>
<tr>
<td>The goal is:</td>
<td>List of options: {shortterm, longterm}</td>
</tr>
<tr>
<td>The goal belongs to:</td>
<td>List of options: {strategy, operation}</td>
</tr>
<tr>
<td>The goal is valid:</td>
<td>List of options: {always, occasionally}</td>
</tr>
<tr>
<td>The goal concerns:</td>
<td>List of options: {one person, a group of people}</td>
</tr>
</tbody>
</table>

Tasks can be described by several features, such as time intervals i.e. days, weeks or months, doers of tasks, the way of tasks performance, etc. The form of the Tasker consists of several features of the tasks described in Table 2.
Table 2. Features of a task in the Tasker

<table>
<thead>
<tr>
<th>Features of a task</th>
<th>A way of description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A short name of the task:</td>
<td>Form – 60 characters</td>
</tr>
<tr>
<td>To which goal the task belongs:</td>
<td>List of options: dynamic list of names of goals</td>
</tr>
<tr>
<td>A verb what is to do:</td>
<td>Form – 120 characters</td>
</tr>
<tr>
<td>Names who is to do this (x9):</td>
<td>Form – 60 characters</td>
</tr>
<tr>
<td>How long does it take:</td>
<td>Lists of options</td>
</tr>
<tr>
<td>Add details how to do this:</td>
<td>Form – 120 letters</td>
</tr>
<tr>
<td>Add details where to do this:</td>
<td>Form – 120 letters</td>
</tr>
<tr>
<td>The task is in the field of:</td>
<td>List of options: {choose, finance, human resources, logistic, management, marketing, products, and services}</td>
</tr>
<tr>
<td>The task is:</td>
<td>List of options: {choose, important, quite important, not important}</td>
</tr>
<tr>
<td>The task is:</td>
<td>List of options: {choose, urgent, quite urgent, not urgent}</td>
</tr>
<tr>
<td>The task appeared:</td>
<td>List of options: {suddenly, expected}</td>
</tr>
<tr>
<td>The task belongs to:</td>
<td>List of options: {strategy, operations}</td>
</tr>
</tbody>
</table>

The examples of prototypes of such tools are available at transistorshead.com. The tools are original and based on the system of organizational terms designed by Olaf Flak. There is a possibility of testing such tools at transistorshead.com. The first account (to see how a manager used the tools) – login name: john.smith, password: smith. The second account (to create goals and tasks) – login name: anonymous.manager, password: manager.

5. Quantitative results of the research

Results of the non-participant observation done with online managerial tools, according to the research method presented the Section 4, allowed to collect data on a process of organizational techniques used by a manager. These techniques deal with the setting of goals (1) and tasks (2), where the Goaler (1) and the Tasker (2) were used appropriately. Particular actions within managerial techniques were registered, e.g., goal setting, its editions or deleting it from the list of goals.

Table 3 contains quantitative parameters of using managerial techniques by 10 managers on the first stage of the experiment, and Table 4 presents the results of planning delivered by six managers on the second stage of the experiment. Table 3 shows mean values of parameters on both stages of the experiments. It is important to emphasize that the stages of the experiment were indeed two separate experiments conducted among different groups of students.
Table 3. Quantitative findings. Firstly – on sheets of paper (X) and, secondly – using online managerial tools (Y)

<table>
<thead>
<tr>
<th>No.</th>
<th>Measures</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>duration of teamwork (minutes)</td>
<td>81</td>
<td>64</td>
<td>57</td>
<td>47</td>
<td>52</td>
<td>64</td>
<td>53</td>
<td>58</td>
<td>37</td>
<td>57</td>
</tr>
<tr>
<td>B</td>
<td>number of goals</td>
<td>7</td>
<td>10</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>C</td>
<td>number of tasks</td>
<td>18</td>
<td>18</td>
<td>14</td>
<td>6</td>
<td>12</td>
<td>7</td>
<td>15</td>
<td>13</td>
<td>8</td>
<td>9</td>
</tr>
<tr>
<td>D</td>
<td>number of created objects (goals and tasks)</td>
<td>25</td>
<td>28</td>
<td>16</td>
<td>7</td>
<td>14</td>
<td>9</td>
<td>19</td>
<td>14</td>
<td>9</td>
<td>11</td>
</tr>
<tr>
<td>E</td>
<td>number of actions (goals and tasks)</td>
<td>124</td>
<td>41</td>
<td>40</td>
<td>27</td>
<td>40</td>
<td>53</td>
<td>21</td>
<td>44</td>
<td>22</td>
<td>45</td>
</tr>
<tr>
<td>F</td>
<td>number of created objects (goals and tasks)</td>
<td>0.30</td>
<td>0.43</td>
<td>0.28</td>
<td>0.14</td>
<td>0.26</td>
<td>0.14</td>
<td>0.35</td>
<td>0.24</td>
<td>0.24</td>
<td>0.19</td>
</tr>
<tr>
<td>G</td>
<td>number of actions per minute</td>
<td>1.53</td>
<td>0.64</td>
<td>0.70</td>
<td>0.57</td>
<td>0.76</td>
<td>0.82</td>
<td>0.39</td>
<td>0.75</td>
<td>0.59</td>
<td>0.78</td>
</tr>
<tr>
<td>H</td>
<td>number of goals editions</td>
<td>13</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>I</td>
<td>number of tasks editions</td>
<td>7</td>
<td>7</td>
<td>2</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>J</td>
<td>number of editions by object (goal)</td>
<td>1.85</td>
<td>0.10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.00</td>
<td>0</td>
<td>4.00</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>K</td>
<td>number of editions by object (task)</td>
<td>0.38</td>
<td>0.38</td>
<td>0.14</td>
<td>0.83</td>
<td>0.25</td>
<td>0.28</td>
<td>0.13</td>
<td>0.15</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

In the scenario of managers using empty sheets of paper (X) first and then online managerial tools (Y), despite the fact that duration time of an experiment was limited (120 minutes), managers used it in different proportions working on a project planning. The longest login to managerial tools took 81 minutes, the shortest one only 37 minutes. The number of minutes influenced the number of actions done by managers on the second stage of this phase. Generally, the more minutes a manager spent with the tools, the more actions he created (i.e. created more goals and tasks, checked if they are correct, tested the functionality of tools, etc.). The interesting finding is that all managers were given the same project to describe by tasks and goals. Despite this fact, they chose completely different ways of doing it.

There were also big differences in a number of goals and tasks created by each manager. The exact numbers are shown in parameters B and C of Table 1. In this area, there are also differences to be seen in the managers’ approach to planning. Some managers created a few goals and many tasks (such as the third manager – 7 tasks per 1 goal). The others chose another proportion of goals and tasks – 7 to 18 (the first manager) or 2 to 9 (the tenth manager). However, there are no dominant rules of proportions between goals and tasks.
As we can see in parameter G (Table 3), the fastest in planning was the first manager. The slowest planning process was the seventh manager. His speed was a quarter of the first manager’s speed. What is more interesting, slow-planning managers (the seventh and the fourth ones) did not edit their goals. They tried to create accurate objects at once.

A comparison of goals’ and tasks’ numbers of the edition is surprising. Goals were edited only by four managers and the tasks were edited by eight managers. Only two managers were focused on setting goals and establishing tasks without correcting them in any way. On the contrary, the tasks were edited many times by twice as much of managers compared to the editing of the goals (comparison of the parameters J and K).

As it was presented in Table 3, among a group of 10 managers there was no dominant, quantitative route of project planning. Nevertheless, there are some similarities in the numbers of goals and tasks, in the speed of planning or an approach to divide issues into goals and tasks.

**Table 4.** Quantitative findings. Firstly – using online managerial tools (Y) and, secondly – on sheets of paper (X)

<table>
<thead>
<tr>
<th>No.</th>
<th>Measures</th>
<th>Managers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1 2 3 4 5 6</td>
</tr>
<tr>
<td>A</td>
<td>duration of teamwork (minutes)</td>
<td>15 59 24 23 49 34</td>
</tr>
<tr>
<td>B</td>
<td>number of goals</td>
<td>2 3 1 1 1 2</td>
</tr>
<tr>
<td>C</td>
<td>number of tasks</td>
<td>9 11 8 5 8 5</td>
</tr>
<tr>
<td>D</td>
<td>number of created objects (goals and tasks)</td>
<td>11 14 9 6 9 7</td>
</tr>
<tr>
<td>E</td>
<td>number of actions</td>
<td>26 84 29 32 21 37</td>
</tr>
<tr>
<td>F</td>
<td>number of created objects (goals and tasks) per minute</td>
<td>0.73 0.24 0.38 0.26 0.18 0.21</td>
</tr>
<tr>
<td>G</td>
<td>number of actions per minute</td>
<td>1.73 1.42 1.21 1.39 0.43 1.09</td>
</tr>
<tr>
<td>H</td>
<td>number of goals editions</td>
<td>2 1 0 0 0 1</td>
</tr>
<tr>
<td>I</td>
<td>number of tasks editions</td>
<td>2 10 5 5 0 2</td>
</tr>
<tr>
<td>J</td>
<td>number of editions by object (goal)</td>
<td>1.00 0.33 0.00 0.00 0.00 0.50</td>
</tr>
<tr>
<td>K</td>
<td>number of editions by object (task)</td>
<td>0.22 0.91 0.63 1.00 0.00 0.40</td>
</tr>
</tbody>
</table>

As it was presented in Table 4, in the scenario in which the managers in the beginning used online managerial tools (Y), and later on empty sheets of paper (X), results of their work were very different. The time of work with online tools (from login to logout) also was different within this particular group – the shortest time was 15 minutes and the longest was 59 minutes – but many goals created in the Goaler were congenial and very low. Three managers created only one goal, and two other managers created two goals. The number of tasks that were created within particular goals was more
various. Only manager 2 set a number of 11 tasks, what is easy to explain because he formed three goals.

As we can see in parameter G (Table 4), the fastest in planning was the first manager – he did 1.73 actions per minute. The slowest planning process can be observed in the case of the fifth manager – only 0.43 actions per minute. In Table 4 we can see that an edition of goals was done only by three among six managers. This means that three of respondents with no doubts set the goal and were working on tasks’ creation. It is interesting that the tasks were edited by five managers, and only one did not correct his tasks.

By the analysis of the research results (Table 4) we can conclude that on the second stage of the experiment, there was not any dominant way of project planning, very similar to the first stage of the experiment. Additionally, it was difficult to find some obvious similarities in using organizational techniques by managers and identify general rules of proceeding.

Table 5 presents a comparison of quantitative findings between first and second stage of the experiment.

Table 5 contains mean values of parameters describing activities of managers using online managerial tools during both stages of the experiment. Although, these are means, differences in the use of organizational techniques with managerial tools as the Goaler and the Tasker (Y) are significant depending on the use of tools before or after planning on empty sheets of paper (X).

As a first point (parameter A), managers were working with online managerial tools (Y) 67% longer, when before that they had set goals and tasks on empty sheets of paper (X), thus, when they had had more information on conditions of a project.

Secondly, a number of goals and tasks, in the case of having a “paper” version of a plan (X), was twice higher than in the situation of starting planning from using online managerial tools (Y).

Thirdly, working on the second stage of the experiment with online managerial tools (Y) using organizational techniques was much faster than in the case of having an initial version of a plan on empty sheets of paper (X). The Speed of using organizational techniques is described by two parameters: the number of created objects (goals and tasks) per minute and the number of actions per minute.
Table 5. Quantitative findings. Comparison between 1st and 2nd phase of the experiment

<table>
<thead>
<tr>
<th>No.</th>
<th>Measures</th>
<th>the first stage of the experiment – starting with empty sheets of paper (X), and later planning with online managerial tools (Y)</th>
<th>the second stage of the experiment – starting with online managerial tools (Y), and later planning on empty sheets of paper (X)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>duration of teamwork (minutes)</td>
<td>57.00</td>
<td>34.00</td>
</tr>
<tr>
<td>B</td>
<td>number of goals</td>
<td>3.20</td>
<td>1.67</td>
</tr>
<tr>
<td>C</td>
<td>number of tasks</td>
<td>12.00</td>
<td>7.67</td>
</tr>
<tr>
<td>D</td>
<td>number of created objects (goals and tasks)</td>
<td>15.20</td>
<td>9.33</td>
</tr>
<tr>
<td>E</td>
<td>number of actions</td>
<td>45.70</td>
<td>38.17</td>
</tr>
<tr>
<td>F</td>
<td>number of created objects (goals and tasks) per minute</td>
<td>0.26</td>
<td>0.33</td>
</tr>
<tr>
<td>G</td>
<td>number of actions per minute</td>
<td>0.75</td>
<td>1.21</td>
</tr>
<tr>
<td>H</td>
<td>number of goals editions</td>
<td>2.00</td>
<td>0.67</td>
</tr>
<tr>
<td>I</td>
<td>number of tasks editions</td>
<td>3.00</td>
<td>4.00</td>
</tr>
<tr>
<td>J</td>
<td>number of editions by object (goal)</td>
<td>0.70</td>
<td>0.31</td>
</tr>
<tr>
<td>K</td>
<td>number of editions by object (task)</td>
<td>0.25</td>
<td>0.53</td>
</tr>
</tbody>
</table>

The number of created objects (goals and tasks) per minute is accordingly 0.26 items (first stage of the experiment) and 0.33 items (second stage of the experiment). However, the number of actions per minute is respectively 0.75 and 1.21 items. This means that managers without drafts of plans created on empty sheets of paper (X) acted much faster using organizational techniques and online managerial tools (Y) than in the case of using both kinds of tools (X and Y) in reversed order. This is quite striking, especially that online managerial tools (Y) for respondents were something new, and the way of using them, in the beginning, requires some time for reflection.

Fourthly, the number of goals’ and tasks’ editions was inversely depending on the stage of the experiment. Managers corrected goals in the Goaler (Y) in the case of having paper drafts of plans (X) more often than when filling in goals in the Goaler (Y) was done at first. However, in the case of tasks the dependence was inverse. Detailed values showing the phenomena are parameters H, I, J, K in Table 5.
6. Qualitative results of the research

Managers prepared their project plan. Results of their work were analyzed as describing goals and tasks by the participants of the experiment. Firstly, for all cases, it was checked if the work results were different or similar in paper and online version. Secondly, the effects of work done by two managers were selected for further analysis. For this matter, the authors once selected managers who prepared the most similar versions of project plans and once managers who created the most different versions.

The Tables 6, 7, 8 and nine present the content recorded by online tools (the first stage) and notes made by those managers (the second version of both stages of the experiment).

As it was mentioned above the authors conducted the first and the second stage of the experiment. The first stage of the research brought the following conclusions concerning the most different version of the plan (Table 6).

### Table 6. The most different versions of the project (manager 5 in Table 3)

<table>
<thead>
<tr>
<th>Version X</th>
<th>Version Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>(plan on the paper sheets)</td>
<td>(goals and tasks saved in online tools)</td>
</tr>
<tr>
<td><strong>Goal 1: not written</strong></td>
<td><strong>Goal 1: Writing and defending the bachelor’s thesis</strong></td>
</tr>
<tr>
<td>Tasks to achieve the goal 1:</td>
<td>Tasks to achieve the goal 1:</td>
</tr>
<tr>
<td>1. <strong>Choosing the subject of the project</strong></td>
<td>1. <strong>Choosing the subject of the project</strong> — select the subject according to interests of the group</td>
</tr>
<tr>
<td>2. Delegating tasks and duties</td>
<td>2. <strong>Formulating a hypothesis</strong></td>
</tr>
<tr>
<td>3. Planning the structure of the project</td>
<td>3. <strong>Tasks division on the first stage of work</strong></td>
</tr>
<tr>
<td>4. <strong>Formulating a hypothesis</strong></td>
<td>4. Preparing a survey and <strong>conducting research, elaborating results</strong> and creating charts</td>
</tr>
<tr>
<td>5. <strong>Giving tasks to group members in the first stage of work</strong></td>
<td>5. <strong>Designing a case study</strong> — gather information from the literature and the interview with coach</td>
</tr>
<tr>
<td>6. Collecting materials</td>
<td>6. Thesis defending — <strong>giving the text to promoter</strong> and pass the exam on 4,5 or 5 grade</td>
</tr>
<tr>
<td>7. Closing the first stage of the project</td>
<td></td>
</tr>
<tr>
<td>8. Starting the second stage of the project</td>
<td></td>
</tr>
<tr>
<td>9. Constructing a questionnaire</td>
<td></td>
</tr>
<tr>
<td>10. <strong>Conducting a survey</strong></td>
<td></td>
</tr>
<tr>
<td>11. Conducting interviews</td>
<td></td>
</tr>
<tr>
<td>12. Collecting results</td>
<td></td>
</tr>
<tr>
<td>13. <strong>Describing results</strong></td>
<td></td>
</tr>
<tr>
<td>14. Closing the second stage of the project</td>
<td></td>
</tr>
<tr>
<td>15. Starting the third stage of the project</td>
<td></td>
</tr>
<tr>
<td>16. <strong>Collecting literature for the case study</strong></td>
<td></td>
</tr>
<tr>
<td>17. “Own” summary of the project</td>
<td></td>
</tr>
<tr>
<td>18. <strong>Giving the text to the promoter</strong></td>
<td></td>
</tr>
<tr>
<td>19. Correction of the text</td>
<td></td>
</tr>
<tr>
<td>20. Making a PowerPoint presentation</td>
<td></td>
</tr>
<tr>
<td>21. Closing the project and appearing on the exam</td>
<td></td>
</tr>
</tbody>
</table>
In the first version of the task within the first stage of the experiment, the manager 5 wrote a lot of tasks (21 items) and not one goal on the sheet of paper. Tasks presented in a very detailed way show what has to be done in the project. In the second version (online managerial tools) the manager set one goal and six tasks which were means to achieve the goal. The most similar version of the project in the first experiment is presented hereinafter in Table 5.

**Table 7. The most similar versions of the project (manager 4 in Table 3)**

<table>
<thead>
<tr>
<th>Goal 1: Writing and defending the bachelor’s project</th>
<th>Goal 1: Writing the bachelor’s project</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tasks to achieve the goal 1:</td>
<td>Tasks to achieve the goal 1:</td>
</tr>
<tr>
<td>1. Preparing</td>
<td>1. Preparing – meeting and choosing the subject</td>
</tr>
<tr>
<td>a) meeting and choosing the subject</td>
<td>2. Collecting materials</td>
</tr>
<tr>
<td>b) allocation of duties</td>
<td>3. Writing – table of content</td>
</tr>
<tr>
<td>c) collecting materials</td>
<td>4. Writing – bibliography</td>
</tr>
<tr>
<td>2. Writing</td>
<td>5. Individual interviews with employees of the examined organization</td>
</tr>
<tr>
<td>a) Stage 1:</td>
<td>6. Research results’ analysis – preparing charts and description of results</td>
</tr>
<tr>
<td>- familiarization with materials</td>
<td>7. Conclusions – linking the theory with research results and conclusions</td>
</tr>
<tr>
<td>- analysis and selection materials and methods</td>
<td></td>
</tr>
<tr>
<td>b) Stage 2</td>
<td></td>
</tr>
<tr>
<td>- table of content</td>
<td></td>
</tr>
<tr>
<td>- preparing a bibliography</td>
<td></td>
</tr>
<tr>
<td>- chapter I (theoretical)</td>
<td></td>
</tr>
<tr>
<td>- chapter II (research): projecting research, conducting it, analysis of its results and conclusions</td>
<td></td>
</tr>
<tr>
<td>c) Stage 3 – summary</td>
<td></td>
</tr>
<tr>
<td>3. Promotor’s acceptance of the project’s content</td>
<td></td>
</tr>
<tr>
<td>4. Defending the project</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Goal 2: not written</th>
<th>Goal 2: Defending the bachelor’s project</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tasks to achieve the goal 2: not written</td>
<td>Tasks to achieve the goal 2:</td>
</tr>
<tr>
<td>1. Promotor’s acceptance – sending the whole elaboration</td>
<td><strong>Promotor’s acceptance</strong></td>
</tr>
<tr>
<td>2. Learning – preparing a presentation and learning for the final exam</td>
<td><strong>Learning</strong></td>
</tr>
</tbody>
</table>

The similarity of both project versions concerns more the content of projects than its structure. It is very well shown that the structure of the projects is slightly different in the presented versions. There are aspects of both versions of the project which were difficult to compare.
For the second stage of the experiment, in which the order of planning versions was reversed, the most different versions of plans selected from all groups are presented below (Table 8).

Table 8. The most different versions of the project (manager 4 in Table 4)

<table>
<thead>
<tr>
<th>Version X</th>
<th>Version Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>(goals and tasks saved in online tools)</td>
<td>(plan on the paper sheets)</td>
</tr>
<tr>
<td>Goal 1: Bachelor’s thesis</td>
<td>Goal 1: Writing and defending the bachelor’s thesis</td>
</tr>
<tr>
<td>Criteria: choosing the topic, gathering materials and creating the table of content, tasks assignment, closing the semester and passing exams, passing the seminar classes</td>
<td>Criteria (milestones): choosing the topic, gathering materials, work assignment, closing the semester and passing exams, passing the seminar classes, thesis defending</td>
</tr>
<tr>
<td>Tasks to achieve the goal 1:</td>
<td>Tasks to achieve the goal 1:</td>
</tr>
<tr>
<td>1. Chapter I – meritorical issues; detailed bibliography; assumptions and theses within the project</td>
<td>1. Chapter I – formulating theses</td>
</tr>
<tr>
<td>2. Chapter II – empirical part: conducting research in an organization and an analysis of data gathered in an organization.</td>
<td>2. Chapter II – empirical part</td>
</tr>
<tr>
<td>3. Chapter III – conclusions; defending theses from Chapter I</td>
<td>3. Chapter III – defending and confirming theses</td>
</tr>
<tr>
<td>4. Summary; summary of theses and defending them.</td>
<td>4. Introduction and summary</td>
</tr>
<tr>
<td>5. Learning the thesis</td>
<td>5. Learning (preparing for the final exam)</td>
</tr>
</tbody>
</table>

The versions prepared by the managers in the second stage of the experiment seem to be more similar to each other. Nevertheless, with a view to the case intensity, it is to be seen that version X (planning with online tools) is more detailed. Version Y is more synthetic and does not contain all information on the issue. Furthermore, there is a difference in the names of goals set in the project. We can say that the structure of both plans is similar, but the content differs in details.

In the second stage of the experiment, manager 2 prepared the most similar versions of the project. The results of this work are presented in Table 9.

The versions of the project presented in Table 9 are very similar. Not only the content is almost the same, but also the words used by the manager to describe goals and tasks. Both versions display a high level of complexity and detail.
**Table 9.** The most similar versions of the project (manager 2 in Table 4)

<table>
<thead>
<tr>
<th>Version X (Goaler and Tasker)</th>
<th>Version Y (paper sheets)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Goal 1: <strong>Preparation for bachelor’s thesis writing</strong></td>
<td>Goal 1: <strong>Preparation for bachelor’s thesis writing</strong></td>
</tr>
<tr>
<td>Tasks to achieve the goal 1:</td>
<td>Tasks to achieve the goal 1:</td>
</tr>
<tr>
<td>1. Recruiting group members</td>
<td>1. Choosing a promoter</td>
</tr>
<tr>
<td>2. Choosing as subject</td>
<td>2. Recruiting group members</td>
</tr>
<tr>
<td>3. Choosing a promoter</td>
<td>3. Choosing a subject</td>
</tr>
<tr>
<td>Goal 2: Writing bachelor’s thesis 70 pages in length</td>
<td>Goal 2: Writing bachelor’s thesis</td>
</tr>
<tr>
<td>1. Choosing and according to the subject with a promoter</td>
<td>1. <strong>Tasks’ division among group members</strong></td>
</tr>
<tr>
<td>2. <strong>Tasks’ division among group members</strong></td>
<td>2. Gathering materials</td>
</tr>
<tr>
<td>3. Writing an introduction</td>
<td>3. <strong>Writing an introduction</strong></td>
</tr>
<tr>
<td>4. Text</td>
<td>4. Text</td>
</tr>
<tr>
<td>5. Research</td>
<td>5. Research</td>
</tr>
<tr>
<td>6. Summary</td>
<td>6. <strong>Summary</strong> and conclusions</td>
</tr>
<tr>
<td>8. Presentation</td>
<td>8. Presentation</td>
</tr>
<tr>
<td>Goal 3: <strong>Defending thesis</strong> Getting the diploma</td>
<td>Goal 3: <strong>Defending the bachelor’s project</strong></td>
</tr>
<tr>
<td>Tasks to achieve the goal 3:</td>
<td>Tasks to achieve the goal 3:</td>
</tr>
<tr>
<td>1. Preparing for a thesis defending</td>
<td>1. <strong>Learning for a thesis defending</strong></td>
</tr>
<tr>
<td>2. Defending the thesis</td>
<td>2. Defending the thesis and celebration</td>
</tr>
</tbody>
</table>

The qualitative analysis of the material gathered from two experiments allows to see that planning projects by managers within each stage of the research (the first and the second stage of the experiment) has some specific features. All managers more or less precisely planned their projects, but in the first stage of the experiment, the versions of plans (on the paper and using online tools) were more different from each other. Managers were more creative writing plans on paper sheets than planning with the Goaler and the Tasker. In the second stage of the experiment, all managers prepared quite similar versions of plans. In this case, they started with online tools and afterward planned their projects on paper sheets. The most similar versions of the project were not challenging to identify, but the most different versions of the project were more difficult to choose. Facing the most similar versions of the projects in both stages of the experiment, we/you can see that in the second one the manager achieved an almost perfect projection of his plan. The most different versions in both stages are very different from each other considering the elements which were mentioned as differences.

The results of the work generated during experiments and the in-depth analysis of them led to a general conclusion that the order of preparing versions of the projects matters and has an influence on managers in the process of planning.
7. Conclusions

The primary goal of the paper was to prove or disprove two hypotheses presented in the introduction. Their verification is not valid for all cases of the examined phenomena. However, the results of the audit consider only the group of the participant who took part in the experiment.

In the paper authors also presented theoretical frames of the research: view of the organization performance based on the traditional organization theory and the system of organizational terms as a methodological concept in management sciences. The data in the research was gathered by using a mixed-method in research mainly through the non-participant observation conducted with managerial tools that were measurement tools, and also by the means of a survey.

Based on the quantitative results of the experiment described in Section 5, it can be assumed that the hypothesis H1 is false. The features of the managerial tool influenced the process of the organizational technique used by a manager. If the direction of the use of the neutral tool (empty sheet of paper) and the online managerial tool is different, the actions were taken during the process of planning (setting tasks as well as describing goals) are totally different. As it was described in Tables 3, 4 and 5, the differences are to be found in nearly all the parameters. For this reason, it is possible to claim that hypothesis H1 is false. There may be circumstances in which the versions of the planning would be similar, but the result of the verification of the hypothesis H1 should be relatively clear.

Simultaneously, in Section 6 discussing the qualitative results of the research, it was pointed out that the influence of the features on the content of solutions for an organizational problem was also significant. In the first stage of the experiment, the online and paper versions of the plan differed from one another very much. In the second stage of the experiment, the differences were much smaller. Furthermore, in the first phase of the experiment it was hard to find the same versions of the solutions’ content created by any manager and in the second stage of the experiment, it was even more difficult to find different versions of the solutions’ content created by any manager. This leads to the general conclusion that the features of the tool (or empty sheet of paper either the online managerial tool) have a strong influence on the content of solutions. It must, therefore, be assumed that the hypothesis H2 is false.

These conclusions let us question how much any managerial tool influences a managers’ work – both the organizational technique and the content of solution for the organizational problem. We assume that further research on this topic is extremely needed, especially with the set of other managerial tools for solving other organizational problems, such as decision
making, motivating, creative thinking and others (Verboncu & Zeininger, 2015, p. 604).

It is worth adding that having patterns of solving organizational problems lets us improve the machine learning (Gacenga, Cater-Steel, Toleman & Tan, 2012, p. 95). Additionally, from the perception point of view the scientists construct the ontology of the scientific theories, which directs the active search of information. Such information, gathered by such experiments, gives the solution to the contradiction between theory and experiment should be considered in more details (Storozhuk, 2007, p. 378).
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Abstract
The article presents the usefulness of an audit Mystery Shopper tool in analyzing the level of hospitality service quality in the hotel industry. The authors also demonstrate the validity and need to verify the quality of service processes using the aforementioned tools in the context of increasing competition, escalating customer expectations and challenges of the job market. The article also describes the results of conducted studies using an audit method, which emphasizes its importance and credibility as the tool for measuring service quality.
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1. Introduction
Hospitality services are directly related to the hotel staff responsible for providing them. Moreover, they create a service oriented process spread over time (it primarily refers to the facilities offering recreation and accommodation services, where residents spend a dozen or so days staying on average approx. six days). Even in the case of a basic accommodation service, i.e. the typical Bed & Breakfast one many people are involved in the service delivery process: starting from a receptionist, through housekeeping, technical staff, waiters, and cooks. The opportunities for becoming distinguished and achieving competitive advantage should be predominantly sought in the way of approaching and treating a visitor, the quality of provided services and mainly in the level of relationships between hotel staff and guests established as a result of services provision. Therefore we have to learn how to handle customers properly.
The purpose of the article is to indicate the usefulness and the need in applying a Mystery Shopper as the tool for measuring service quality, service oriented attitude of staff and thus for identifying the quality defects in service oriented processes occurring in the hotel industry.

2. The specification of hospitality services

Running a hotel is directly linked to the skill of rendering hospitality services at a high and professional level, in the context of the highest possible satisfaction achieved by customers from the discussed hospitality service provision. Regardless of a given facility type, intense competition imposes the need of presenting the highest, versatile, substantive, interpersonal and conceptual competencies by hoteliers, including high strictly professional qualifications.

Service oriented hospitality, characteristic for the hotel industry, represents a far broader term than just service itself. The provision of hospitality services is associated with establishing unique relations, typical for a particular geographical, cultural and social sphere between a guest and a host. Thus rendering a hospitality oriented service remains a personal commitment undertaken by the host to ascertain both quality and the broadly approached comfort to be enjoyed by the visitors during their stay. The nature of such relations is crucial in this respect, since on the one hand, hospitality implies selfless, emotional focus on guests’ needs, along with due respect, affection, and true involvement. However, on the other, these relations are also based on economic factors, because a hotel guest is not understood as a close friend hosted by another friend, but a customer participating in a specific contractual, economic relationship (Lashley, 2008).

Hospitality service represents an overriding idea on which professional hospitality business should be based on. It is a set of characteristic behaviors focused on meeting not only basic needs of sleep, hunger, thirst or safety, but also the higher rank expectations. In addition, hospitality service means a consistent set of behaviors towards guests, thus determining a given facility reputation (Kosmarzewska, 2012). In other words, it is also a complex process aimed at attracting and maintaining a customer through personal care about him/her, service quality or ensuring visitor’s satisfaction from staying in a particular facility. As a result, hospitality service also stands for the style of care and attention offered to guests, which has a direct impact on the given hotel economic performance.

Therefore the difference between hotels known for good or worse reputation results from the concept of hospitality approached differently by the hotel staff, rather than just the type and standard of offered equipment, interior design or additional services included in the price.
The importance of service quality is the priority in hotels focused on longer, several days lasting stay of their guests. Usually, these hotels have an extended offer covering e.g. beauty treatment, physiotherapy, Spa & Wellness or other rejuvenation sessions, which is reflected in the intensity and versatility of relations with customers, who usually spend approx. 6 or more days in such facilities.

In these hotels, the following factors are of particular significance and importance: the atmosphere, holistic contact with guests, the discussed services, hospitality and the sense of comfort. Hotel staff apart from presenting high professional skills and qualifications should perform their job with utmost involvement, in a natural way, with detectable passion and satisfaction. The revealed enthusiasm facilitates establishing positive and desirable service oriented relations, manifested in the quality of provided services.

In terms of hospitality services, the problems of quality become the prevalent aspect in seeking competitive advantage, since the price in the times of increasing competition, as well as mature market and a conscious buyer ceased to function as the sufficient or effective tool in constructing the discussed advantage. This hypothesis is confirmed by the results of numerous studies. In one of the questionnaire surveys 67.3% respondents confirmed that the service ensuring the sense of approaching each guest individually remains the crucial factor in increasing the given hotel attractiveness, to be followed by Spa & Wellness services ranked at 23.1% and conference facilities – 9.6%. (as cited in Hotelarz, 2008).

It is also confirmed by Tokarz, who claims that “the number and qualifications of the employed staff represent the fundamental determinant of the service supply and quality level”. The author also observes that “human resources, due to their intellectual and moral values as well as engagement in work, carry out the objectives of a tourist enterprise and, beyond doubt, decide about its success and future” (Tokarz, 2008).

The difficulty in service quality management consists not only in defining the specific expectations of particular customer groups but also in preparing the type of service responding to these expectations and continuous monitoring of customer satisfaction level. The level of meeting such needs and expectations is of decisive importance from the perspective of the offered services quality in a hotel. The assessment of service quality depends on the extent of service delivery, i.e. the degree of its compliance with the level of customer expectations. Therefore it can be adopted that the human factor is of key importance in the described relationships.
3. Quality challenges in hospitality services and their determinants

The problems of delivered services receive much coverage and diagnosis in the subject literature. The following factors determine the level of service quality:

- workmanship level and technical condition of the facility,
- quantity, quality, and modernity of equipment,
- selection, professional preparation and the specific characteristics, skills and involvement of employees,
- functional and organizational solutions (Witkowski & Kachniewska, 2005).

The above-listed factors can be supplemented by other determinants:

- company organizational culture,
- the set of rules, regulations, procedures, and job descriptions,
- the level of staff education and vocational preparation,
- individual, personal predispositions presented by employees,
- formal standardization requirements referring to hospitality facilities,
- non-formal factors – i.e. individual efforts undertaken by the facility owners.

On the one hand, the level of services offered by a hotel is determined by the service provider, i.e. a person delivering it, along with all his/her psychophysical features supported by knowledge and qualifications. But, on the other hand, by a customer as the arbiter of the rendered service, whose judgment results directly from the level of satisfaction achieved as a result of the received service. A hotel guest evaluates the experienced service quality based on two components:

- staff qualifications, material means for services provision, e.g. equipment available in a room, a restaurant, multipurpose halls, treatment rooms, etc., i.e. WHAT is offered by the hotel,
- employees’ behavior, attitude, skills, communicativeness, i.e. HOW the customer is served (Witkowski & Kachniewska, 2005).

The level and quality of equipment are relatively easy to implement. The availability of goods at the existing market is extensive and depends solely on the amount of financial means to be invested, therefore the material factors for service provision can be achieved practically without major problems. Moreover, the Act dated 29th August 1997 on tourist services with later amendments, specifies precisely the minimum requirements for accommodation facilities, which use or aspire to operate under the name of a hotel, motel or a guesthouse and thus rated based on the standards marked as stars (from one to five stars). Nevertheless, it neither defines the attitudes nor behaviors, nor even the service standards. Chain hotels (foreign ones) have the written down service standards meeting which is verified two, three times
per year through mystery shopper audits. Independent facilities (private ones in most cases) do not have such standards and the delivered service rules and methods are both customary and declarative. The only distinguishing factor, offering such hotels the possibility to be recognized among the competition is their staff. In consequence, the success in the hotel industry is primarily dependent on the competencies presented by staff.

The statement functioning among hoteliers: “We all have a lobby. We all have comfortable bathrooms, and we all offer shampoo. It is the perception of value that makes us different” (Retrieved from http://www.hotelinfo24.pl/index.php?id=cytat) emphasizes the importance of hotel employees, who in cooperation with the owners and managers perceive and put into practice these values which reflect respect and kindness in approaching a guest and a customer. In the opinion of S. Marcus, the President of Marcus Hotels Corporation: “the walls put up either 50 years ago, or yesterday, have a relatively small share in the success of the best hotels worldwide. Usually, the most important factor enhancing sales in the hotel industry is the quality of provided services” (Marcus, 2007).

Due to the specific characteristics of hospitality services, their provision process is generally taking place in their customer’s presence and participation, whereas its effect is measured by this customer satisfaction. A modern client expects to experience professional service standards, and if he/she decides that the competitive offer is better in this respect, he/she does not hesitate to change the service provider. In the opinion of Morawski, “no customer shall put up with the lack of competencies having an unlimited selection of possibilities to compare specific offers or solutions and standards applied by others” (Morawski, 2009). Without professional staff working at adequate positions no company can construct lasting competitive advantage and achieve above average results. It is emphasized by Morawski, who indicates that in order to achieve satisfactory cooperation results with clients a company needs a highly motivated, involved and competent employees, whose engagement and enthusiasm are based on reliable and substantive preparation (Morawski, 2009).

It is worth quoting similar standpoints expressed by the hospitality business managers. In the opinion of former Management Board President of Orbis S.A. Grelowski, (as cited in Hospitality, 2007) the hotel industry suffers from the absence of qualified senior management personnel, besides one of the major reasons among economic and occupational migration factors is the so-called: ownership type of despotism, as an irresistible sense of one’s own success. According to the author it results from the so-called: “partisan type of management, which occurs as a result of a confrontation between a smart businessman and a professional hotelier, however, its most frequent effect is
a failure”. In turn, Grzesiak, (as cited in Hospitality, 2006) an experienced hotel manager and the former President of HP Project company claims that the predominant mistake made by hotel owners is the fact that they do not recognize the importance of properly selected, qualified and aware of their goals staff. Until the “savings” are made on employees, many hospitality facilities will have much fewer guests and less money (Grelowski, as cited in Hospitality, 2007). Both attitudes and behaviors presented by staff have to be developed based on proper work environment, including adequate motivation system. Such system should result from an inner incentive and involvement in customer service. “Using the proverbial carrot and stick nearly anyone can be forced to do almost everything, except for one thing – become to like anything and in particular his/her job” (Blikle, 2014). It is also explained by Stor in one of the assessment methods for human resources management (HRM), who claims that when costs are maintained at a low level along with the absence of services expected by internal customers (stakeholders), then such HRM shall remain efficient, however, ineffective (Stor, 2012).

Therefore the role of personnel is to create e.g. proper attitudes and behaviors in the course of service provision, to deliver them at the level expected by guests and offer them added value in the context of broadly understood comfort (hygienic, thermal, acoustic, technical and mental) as well as satisfaction from staying in a particular hotel.

Having considered the opinions expressed by theoreticians and practitioners about the quality and level of customer service and also their own experiences as managers and experts, the authors of the presented publication have adopted that the key characteristics influencing hospitality at the highest level are as follows:

- approaching guests with due cordiality and interest,
- impeccable cleanliness and hygiene,
- high level of food and beverage services,
- kindness and integrity,
- ensuring the expected value.

4. Mystery Shopper audit as an effective tool for measuring quality and quality management of hospitality services

Mystery Shopper stands for a secret quality measurement tool for the context of customer service quality and the provided service standards. “Mystery shopping” audit offers the possibility for collecting complex information by means of passive observation – an auditor observes how customers are served, as well as active observation – when an auditor plays the role of a potential client presenting particular characteristics and acts as a purchaser him/herself.
The external audit – Mystery Shopper – represents one of the most effective methods verifying customer service standards in all hotel operational areas. In Western Europe, it has been known and applied since the 40s of the 20th century. Initially, such audit was functioning in the financial sector, and its main task was to observe bankers, diagnose frauds and irregularities in financial transactions. Modern, Mystery Shopper type of audits are performed practically in any area of economic activity. It is a standard procedure to carry them out periodically in the chains of stores, banks, hotels, petrol stations, telecommunication companies, car showrooms. It is increasingly often used in the state administration offices and territorial government units.

Beyond doubt, the crucial advantage of this method is its objectivism, independence and the fact that the audit is carried out in real time. An auditor does not collect declarative opinions of customers, but states the facts, hence the results are always valid. An audit combines both quantitative and qualitative methods. Auditors’ work is based on observations and audit questionnaires, which include several hundreds of points subject to audit. An audit in a particular facility usually takes from two to four days, which allows thorough checking of the offered services quality and standards. An audit is carried out at all stages of customer service and at every position (starting from the moment of the first booking call or e-mail and finishing with check-out and leaving the facility) in all hotel units having contact with guests. It allows checking the quality of delivered services in detail, along with the attitude and behavior presented by staff.

On finalizing the audit its results are reported in adequate questionnaires to be followed by a detailed report from the entire visit. An audit provides information about:

- the hotel product and service offer,
- misconduct and negligence in customer service,
- skills in developing proper relations with customers,
- sales oriented skills,
- potential threats in the area of cost policy,
- opportunities for income improvement.

In general, an audit report has 70-120 pages, depending on the extent, number and types of hotel service areas. Apart from stating and in detail describing facts, it also presents post-audit recommendations, defines the areas of operational risk, spots requiring particular attention as well as scopes and directions of the necessary changes. The post-audit report encloses the specification and description of both, the particular places in a hotel and work positions where certain quality defects and shortcomings were encountered in terms of customer service, as well as technical and organizational problems, directly and indirectly, affecting customer satisfaction.
For managers, it is a valuable source of information about the attitude and work quality of their subordinate staff. It allows identifying the desirable behaviors, as an added value for the service process and finally for the client. The post-audit report also allows collecting valuable training materials for the hotel staff. They receive a highly valuable feedback about their work being, at the same time, aware of their advantages and areas in need of improvement. An overall analysis of the report resulting from the Mystery Shopper audit focused on detecting threats occurring in an organization allows for developing solutions and recommendations for the actions aimed at the improvement of provided services level, higher customer satisfaction and enhanced operational efficiency.

5. Mystery Shopper audit

The carried out research project focused on analyzing the actual level of services offered in hospitality facilities on the territory of Poland, however, with particular emphasis on the areas recognized as attractive for tourist traffic. The audits were held in the years 2013-2015, mainly in coastal regions and in southern Poland. The study covered thirty-eight accommodation facilities of various types and categories, which included as follows:

- one 5-star hotel,
- six 4-star hotels,
- two 3-star hotels,
- one 3-star guesthouse,
- four 2-star hotels,
- twenty-two uncategorized objects (including one awaiting 4-star categorization),
- one facility using 3-star rating illegally (contrary to the Act).

These objects were characterized by a longer stay as the dominating one and typical for weekend and holiday visits. The audits were partly requested by the facility management and partly by the contractors, who filed complaints about the offered standard and service quality. The purpose of the study was to identify the level of services, which predominantly constitute the basic service offer of a given facility:

- accommodation services (hotel’s residential part and its environment),
- food and beverage services (offered meals),
- Spa & Wellness facilities (sauna zone, swimming pool, treatment rooms, etc.).

The study was performed by visiting and auditing the selected facilities, in the course of which the auditor was staying as a potential client and using the offered services. The auditor was a professionally experienced person, with extensive experience in the hotel industry, which allowed thorough data
collection and in-depth analysis of the observed results. The study was carried out in accordance with the defined and repetitive scenario, whereas the results were gathered and reported in the questionnaire prepared specifically for this purpose. Due to the fact that in each audited object one measurement was performed a uniform scenario model was applied, which differed depending on the region and the facility type, however, in order to maintain a real life situation the auditor’s individual preferences were taken into account in the course of the discussed visits.

As a result of conducted audits the sets of partial results from the particular analyzed service areas were obtained, which were later analyzed to give the below-presented results. Having taken into account that in case of audits carried out in hotel chains and performed in accordance with ISO 9001 standard a three- or four-level scale of evaluation results is applied, a four level one was used in this case, which in the author’s opinion happens to be more appropriate in the context of audited objects, especially the uncategorized ones. Therefore the conducted audit results were subject to a four-level scale of evaluation:

- 0 – 49% compliance – poor results indicating gross incompliance,
- 50 – 69% compliance – poor result, to be corrected,
- 70 – 89% compliance – good, acceptable result,
- 90 – 100% compliance – very good, desirable result.

The distribution of final evaluations from all conducted audits was from 31.50% up to 81.55% of the level service correctness, with median value reaching 63.25%.

The figure 1 below presents the detailed observation results.

![Figure 1. Distribution of observation results in particular hotel facilities](image-url)
Due to the fact that the audit assumption was to measure the provided services in three selected areas:

- accommodation services (hotel’s residential part and its environment),
- food and beverage services (offered meals),
- Spa & Wellness facilities (sauna zone, swimming pool, treatment rooms, etc.),

the focus was on the analysis of the relevant data.

Based on the nature and specificity of the study in presenting its results, the authors used quartiles as the most frequently applied trend measures in illustrating data concentration around the analyzed feature.

### Table 1. The analysis of results in particular service areas

<table>
<thead>
<tr>
<th>Services</th>
<th>median</th>
<th>highest value</th>
<th>lowest value</th>
<th>first quartile Q1</th>
<th>second quartile Q2</th>
<th>third quartile Q3</th>
</tr>
</thead>
<tbody>
<tr>
<td>hospitality</td>
<td>63.73%</td>
<td>83.88%</td>
<td>34.25%</td>
<td>54.13%</td>
<td>63.73%</td>
<td>71.23%</td>
</tr>
<tr>
<td>food and beverage</td>
<td>57.63%</td>
<td>82.76%</td>
<td>25.00%</td>
<td>42.32%</td>
<td>57.63%</td>
<td>72.13%</td>
</tr>
<tr>
<td>Spa &amp; Wellness</td>
<td>67.44%</td>
<td>76.91%</td>
<td>36.70%</td>
<td>50.82%</td>
<td>67.44%</td>
<td>73.44%</td>
</tr>
</tbody>
</table>

### Table 2. The analysis of final audit results

<table>
<thead>
<tr>
<th>Evaluation</th>
<th>median</th>
<th>highest value</th>
<th>lowest value</th>
<th>first quartile Q1</th>
<th>second quartile Q2</th>
<th>third quartile Q3</th>
</tr>
</thead>
<tbody>
<tr>
<td>final audit evaluation</td>
<td>63.25%</td>
<td>81.55%</td>
<td>31.50%</td>
<td>54.59%</td>
<td>63.25%</td>
<td>70.86%</td>
</tr>
</tbody>
</table>

The value of the third quartile amounts to 70.86%, calculated for the final audit results. It can be concluded that 75% of the audited objects achieved a good, acceptable result. Only 25% of the audited hospitality facilities presented the level of 70.87%, however, having taken into account that the highest value reached 81.55%, the respective facility is ranked as: acceptable.

The median of results at the level of 63.25% compliance shows clearly that the quality of service processes has to be definitely improved.

The obtained evaluation results indicate as follows:

- higher evaluation in the area of hospitality services mainly results from the general impression made by the facility and its lobby and primarily their functionality, aesthetics and equipment standard,
- the facilities presenting modern interior design and newly furnished are simultaneously insufficiently clean and neglected,
- the most significant quality shortcomings refer to the level of maintaining room or common areas (including toilets) cleanliness and permanent technical defects,
- the absence of standards and work procedures or lack of compliance and supervision over them,
in the area of food and beverage services the standards and rules of waitressing service area are not observed,

• significant negligence in terms of maintaining cleanliness level of tableware and table linen as well as accessories and equipment,

• commonly encountered a lack of disinfection and hygiene in the area of wellness services,

• no sense of privacy during Spa & Wellness treatment,

• shortening the duration of Spa & Wellness sessions.

The conducted audits illustrated that all service provision areas need corrective measures to be undertaken – especially in:

• work technique and service standards improvement,

• implementation of fundamental customer service rules,

• observing hygiene and maintaining cleanliness standards,

• moreover, so their implementation should start as soon as possible.

6. Final remarks and conclusions

The functioning of hospitality facilities is based on market orientation, i.e. the desire to serve the largest number of guests at the highest possible price. The increasing competitiveness forces the provision of services at the highest possible level. The audited facilities face the challenge of the rendered services improvement, predominantly in these areas which are crucial for the hotel success, i.e. cleanliness, service quality and staff attitude, especially that these particular areas received the worst evaluations. Furthermore, the conducted research illustrated that the number of stars does not guarantee high service level. The aforementioned Act on tourist services, based on which standardization is performed, imposes minimum requirements only and primarily in terms of equipment, technical standards and the range of services. It, however, does not define the standards of service oriented processes as well as attitudes and behaviors presented by employees, which remain the crucial factors facilitating recognition on the hospitality market earned owing to the high quality of provided services.

The research results show that 4-star hotels received assessments ranging from 81.55% down to 57.58%. On the other hand. the highest assessment among the uncategorized facilities amounts to 77.13%. The lowest result (31.50%) was achieved by the standardized 3-star guesthouse. Thus. it is not the standardization expressed by the number of stars. but the standardization of service procedures and predominantly the attitude and behavior of staff, as the non-material service oriented factors, determine the overall quality.

Given the above, the implementation of corrective processes focused on changing the level of provided services should be initiated and begin with:
• organizing professional trainings (to upgrade staff qualifications), e.g.: for **housekeeping** employees: techniques and rules in cleaning rooms and common areas, work standards, guests service, for **food and beverage** and also **front desk staff**: professional service provided to an individual and group guest, effective sale of food and beverage services, communication and cooperation with an external client,

• introducing work standards and management standards based on codified procedures and analytical tools,

• implementing work standards and procedures increasing the quality of services and their delivery,

• developing and implementing effective tools and systems for work quality control,

• developing and implementing effective motivation systems in all departments, e.g.: based on quantity factors (sales volume, average invoice value) and quality factors (team cooperation, upgrading vocational qualifications),

• creating proper organizational culture and HRM standards.

The implementation of the above-listed activities should result in better work quality and improve the existing situation in the audited facilities. Moreover, it will not only result in a better future evaluation of the audited areas up to the desirable minimum of 90% compliance but primarily improve the effectiveness of operational activities, enhance hotel competitiveness and in terms of hospitality service result in higher customer satisfaction and thus their loyalty.
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WHY METALLICA CHANGED MUSIC WORLD.
EFFECTUATION PERSPECTIVE

Erno Salmela¹

Abstract
The purpose of this article is to understand the underlying factors why Metallica was capable of creating radical changes in the music industry and conquering the world. Metallica’s history is examined during the period of 1981-1991 when Metallica advanced from a garage band into one of the world’s biggest bands. Metallica also played a remarkable role in the generation of new thrash metal genre. The effectuation theory is utilized in analyzing how this happened. This study provides knowledge on what is needed in creating this kind of success and progress. Prior to this, the effectuation theory has not been connected to the operations of any band or even other artists.

Keywords: effectuation, entrepreneurship, Metallica, effectual logic, market creation, renewal, thrash metal, music industry, heavy metal.

1. Introduction
When starting Metallica, the primary goal of its founders, Lars Ulrich and James Hetfield, was learned to play, build a band, play to an audience, and make their first own song and album. They did not dream of becoming rock stars (Brannigan & Winwood, 2013a). At the beginning of the 1980s, Metallica stood out clearly from glam metal, which was the heavy metal phenomenon of that time in the US. Whereas Mötley Crue and other similar bands put on makeup, dressed colorfully and enjoyed the status of being rock stars, the members of Metallica looked ragged and modest (Halfin, Hammett & Uet, 2010; McIver, 2009). To many, Metallica’s appearance was as disgusting as their music. However, Ulrich and Hetfield believed in what they were doing and took it forward with passion. In 1986, five years after starting the band, they still earned only $30 a day. At the time, it was enough to live on and got to do what they loved. During 1987-1988, the situation began to change rapidly. Their efforts began to show also as property (Brannigan & Winwood, 2013a).

¹ Erno Salmela, Post-Doctoral Researcher, Lappeenranta University of Technology, School of Business and Management, Skinnarilankatu 34, 53850 Lappeenranta, Finland, e-mail: erno.salmela@lut.fi.
Nowadays, Metallica is one of the most commercially successful bands of all time, with estimated sales of almost 93 million albums worldwide (Metallica Album Sales Statistics, 2016). Metallica also created a new music genre of thrash metal (Brannigan & Winwood, 2013a; McIver, 2009). The band culminated in the Black album released in 1991, ten years after the band was founded. Today, the Black has sold about 23 million copies (Metallica Album Sales Statistics, 2016; Brannigan & Winwood, 2013b). The Black was Metallica’s artistic and financial highlight after which Metallica lost its best creative capability (Brannigan & Winwood, 2013a,b; McIver, 2009).

The first research objective is to analyze why Metallica was capable of creating radical changes in the music industry during the period 1981-1991. Besides Metallica, some other bands from different genres have same kind of achievements. Studying those bands would be as valuable as studying Metallica. However, this research was restricted to one case to focus on it profoundly.

Entrepreneurial behavior has played an important role in Metallica’s history. New market creation, renewal of band and growth are good indications about that. The band’s success has especially been based on a duo of Ulrich and Hetfield who acted in accordance with their values and identities (Brannigan & Winwood, 2013a; Wall, 2011). Sarasvathy (2009), Sveningsson and Alvesson (2003) and Leppänen (2013) emphasize the role of identity in entrepreneurship. Furthermore, Ulrich and Hetfield were able to build a network around them, which was crucial to their success (McIver, 2009). Networking is seen one of the most important success factors in entrepreneurship (Furr and Dyer, 2014; Sarasvathy, 2009; Sims, 2011). Metallica’s courageous seizing of opportunities, dedication, determination, and hard work enabled the creation of one of the most famous success stories of the music world (Wall, 2011; McIver, 2009). These characteristics are often connected to entrepreneurship (e.g. Sims, 2013; Sarasvathy, 2009; Leppänen, 2013; McGrath & MacMillan, 2000).

Ulrich and Hetfield were trial-and-error-orientated (Berlinger & Sinofsky, 2014; Brannigan & Winwood, 2013a). Ries (2011) and Sarasvathy (2009) write that entrepreneurs create new things under the uncertainty. Planning in advance does not work in the environment of uncertainty, but do experiments and learning from them is more crucial (Furr & Dyer, 2014; Sims, 20011). Ulrich and Hetfield did not follow the trends of the music industry and predicted the future, but they created with their preferences and actions an environment they liked (Brannigan & Winwood, 2013a). Finally, Metallica created a new music genre of thrash metal by combining earlier music genres (Brannigan & Winwood, 2013a; McIver, 2009). According to Schumpeter
(1976), entrepreneurship results in new industries and products by connecting existing things.

Making money was not the primary concern of Ulrich and Hetfield at the beginning of their career (Brannigan & Winwood, 2013a). That is why the entrepreneurial mindset (e.g. McGrath and MacMillan 2002) describes better Metallica’s behavior than more monetary-oriented entrepreneurship concepts. According to Financial Times Lexicon (2016), the entrepreneurial mindset refers to a specific state of mind which orientates human conduct towards entrepreneurial activities and outcomes. Individuals with entrepreneurial mindsets are often drawn to opportunities, innovation, and new value creation.

Entrepreneurial behavior can be approached from different perspectives. Through theoretical mapping two promising theoretical frameworks were found to analyze Metallica case: bootstrapping (Bhide, 1992; Christiansen & Porter, 2009) and effectuation (Sarasvathy, 2001). These approaches have many similarities but also some differences. Effectuation was chosen as a theoretical framework for this study because it focused more on human and social capital than bootstrapping that emphasizes more on the financial aspect. The story of Metallica is above all a story about human and social assets. Second reason for selecting effectuation was its emphasis on new market creation. In bootstrapping, the emphasis is on developing products that target market actually wants and likes (Rojas, 2010). Metallica did not penetrate to current market but created a new market and changed consumer behavior.

The effectuation has been studied in start-ups and matured companies in several fields such as health care, biotechnology, winemaking, and cosmetics (Effectuation website, 2016). Case study seems to be a dominant research method in studies of effectuation. So far, the creation of new bands and their markets has not been examined scientifically or practically from the viewpoint of effectuation. In fact, it seems that effectuation has not been studied in any area of art. This is surprising because many artists are entrepreneurs. On the other hand, artists also have problems to make money with their art. This possibly results from a lack of their entrepreneurial mindset (Lepore, 2015).

Related to first research objective, the following working hypothesis was set: Metallica’s capability of creating radical changes in the music industry and conquering the world may result from their effectual activity. The second research objective is to find out how the effectuation theory applies to the music band and above all to an art context.

The article proceeds so that the next chapter presents the effectuation, after which Chapter 3 describes the case of Metallica. In Chapter 4, the case is analyzed with the help of the effectual logic. Chapter 5 discusses the results of the research. The article is concluded by the summary and needs for further research.
2. Effectuation

*Effectual logic/entrepreneurial thinking* is especially suited for creating new when the future is difficult to predict. In this case, the goal or outcome is uncertain. Effectual logic starts with the available means and resources, which can be used to create a new product or a company as well as new markets. Vice versa, *causal logic/managerial thinking* is suitable for such situations where there is a clear goal which is aimed at finding the best available means. The causal logic begins with the impact we wish to make. The differences between effectual and causal logic are presented in Figure 1. The differences can also describe from the viewpoint of controlling:

- **Effectual logic:** The more you can control the future, the less you have to predict it.
- **Causal logic:** The more you can predict the future, the more you can control it (Sarasvathy, 2001; 2009)

![Causal vs. Effectual Reasoning](image)

**Figure 1.** The difference between effectual and causal logic  

2.1 *Innovation matrix and suicide quadrant*

Means-based effectual logic indicates higher growth potential than causal logic (Nienhuis, 2010). The use of effectual logic is especially suitable for the start-up phase of an organization or innovation. Entrepreneurs utilize this logic especially in the so-called suicide quadrant of innovation, where a new product is created for new markets (Figure 2). In fact, entrepreneurs do not see this as a suicide quadrant, but as a possibility to create new business operations by controlling the unpredictable future of their own activities. They see uncertainty as an opportunity (Sarasvathy, 2009).
**Effectual problem space**

Entrepreneurs face uncertainty on three levels, which form the effectual problem space (Sarasvathy, 2009):

1) *Knightian uncertainty:* It is impossible to measure the probability of results from actions that are carried out. In effectual logic, probabilities are not considered as given constants.

2) *Ambiguity of goals:* The goals and preferences of entrepreneurs are not entirely clear. In effectual logic, goals and preferences may change along the way.

3) *Isotropy:* Uncertainty of where attention should and should not be paid in an environment – what information is relevant and what is not. In effectual logic, the environment is not taken as something given that must be adjusted to, but it is possible to impact the environment.

Due to the uncertainties, action and experimenting are more important matters than planning in effectual logic. Effectual actors inevitably face failures along the way. They are an integral part of the journey. Learning from the failures and keeping them small is crucial. On the other hand, small successes recurring are important in creating something new (Sarasvathy, 2001; 2009).

*Principles of effectuation consists of* (Sarasvathy, 2009):

1) *Bird-in-hand:* When entrepreneurs set out to build a new venture, they start with their means: who I am, what I know, and whom I know.

2) *Affordable-loss:* Entrepreneurs limit risk by understanding what they can afford to lose at each step, instead of seeking large all-or-nothing opportunities.

3) *Crazy/patchwork-guilt:* Entrepreneurs build partnerships with self-selecting stakeholders. By obtaining pre-commitments from these...
key partners early on in the venture, they reduce uncertainty and co-
create the new market with its interested participants.

4) *Lemonade:* Entrepreneurs invite the surprise factor. Instead of
making “what-if” scenarios to deal with worst-case scenarios, they
interpret bad news and surprises as potential clues to create new.

5) *Pilot-in-the-plane:* By focusing on activities within their control,
entrepreneurs know their actions will result in the desired outcomes.
An effectual worldview is rooted in the belief that the future is neither
found nor predicted, but rather made.

Dynamic process model of effectuation

Effectuation is not a static, one-time exercise. It is a logic and process that
can be used as the organization develops in the early start-up phase of growth.
The dynamic process model of effectuation (Figure 3) includes the following
phases (Sarasvathy, 2009):

1) The entrepreneur owns the means, i.e. who I am (identity), what I
know/can do (human capital) as well as whom I know and what can
they do (social capital).

2) Focus is on what it is possible to do and aspire to – i.e. what can
be influenced by one’s own actions. Focus is not primarily on what
should be done.

3) Some of the people involved in the interaction are committed to
the idea and the company. Partners can be, for instance, potential
customers.

4) Each commitment, activity, and experiment results in new means
and goals for the company. Each cycle shapes the idea, the company,
and the markets.

5) Due to the growing network, restrictions begin to increase. Restrictions
limit the possibilities to change the goals. Thus, restrictions also
define who will be included in the network.

6) Changes in the environment offer new means, but also create
restrictions.
3. Description of case Metallica

Metallica’s capability of creating radical changes in the music industry and conquering the world are related to entrepreneurial behavior, new market creation, and renewal and growth of the band. In consequence, gathering of research data about Metallica focused on these elements. Research data was collected from existent documentary material about Metallica. Data was gathered as long as saturation point was achieved. The following case description is based on this data.

3.1 Ulrich and Hetfield – Founders of Metallica

Let us look first at the backgrounds of Ulrich and Hetfield, since Metallica’s success is based especially on their dreams and personalities. Ulrich wanted to create the world’s biggest band, and Hetfield pursued to get rich by making music. In the beginning, these were only distant dreams. Ulrich and Hetfield did not establish exact goals or plans, such as making music in a specific genre, in order to achieve their dreams (Brannigan & Winwood, 2013a). They played and composed the kind of music they liked and were capable to play. On the other hand, they were ambitious and wanted to differ from the others.
musically by making new kind of music that didn’t yet exist in the world (Brannigan & Winwood, 2013a; McIver, 2009). However, no one could have predicted that Metallica would make the kind of music they did in the Black album, which would make the dreams of Ulrich and Hetfield come true. Their goals were sharpened along the way, and preferences related to music style were transformed (Brannigan & Winwood, 2013a; 2013b).

Ulrich and Hetfield were very strong and stubborn personalities, who have also been called control freaks. The reigns were then tightly in their hands. They always had the last word in decisions. There was no room for compromises (Brannigan & Winwood, 2013a; McIver, 2009). On the other hand, they were different kinds of people. Hetfield was good at composing music and charismatic on the stage, while Ulrich excels networking and creating relationships (Eglinton, 2010; Halfin et al., 2010). They knew how to utilize each other’s strengths and complete weaknesses (Brannigan & Winwood, 2013a; Wall, 2011).

During the early days, the members of Metallica’s members had nothing to lose. Music was a way of life for them (McIver and Hammett, 2011; McIver, 2009). For Hetfield, music even meant so much that he believed it had saved him from either death or jail (Berlinger & Sinofsky, 2014, Eglinton, 2010). At first, they did not think about any possible profits. It was enough for them to get to play and be able to buy food and drinks. The dream of getting rich and creating the world’s biggest band was still far away, and they did not think about it in their daily lives (Brannigan & Winwood, 2013a).

New thrash metal genre

At the beginning of the 1980s, glam metal was big in the US, and many record labels stood behind it. However, the Metallica was determined to take their endeavor to another direction. Metallica offered a new alternative to the hidden needs of the music audience (Brannigan & Winwood, 2013a; McIver, 2009). Most people did not believe in Metallica and its music. The band got its energy and confidence from enthusiastic underground fans during gigs. For Metallica, the full support of a small fan group revealed they were on the right path. Metallica even moved from Los Angeles to San Francisco, where the audience was considerably more tolerant with regard to experimental music. In San Francisco, they also found other thrash bands, with whom it was easier to build a new music scene. Metallica did not adjust to the prevailing general environment but started to change the prevailing state of music and consumers’ preferences for their activities (Wall, 2011; McIver, 2009).

Although Metallica was not specifically restricted to certain music genres, the music and attitude of the band greatly influenced the creation of the thrash metal genre. When Kill’em All debut album was released in 1983; it
created the standards for thrash metal (Wall, 2011; McIver, 2009). The band got influences especially from the New Wave of British Heavy Metal (e.g., Diamond Head and Iron Maiden), Motörhead and the nihilistic American punk. Combining these genres was essential in the creation of thrash metal (Brannigan & Winwood, 2013a). Metallica found its own style through experiments, the most important of which were their numerous gigs. At first, the band played its songs slower but gradually the tempo increased (Brannigan & Winwood, 2013a; McIver, 2009).

Renewal of music, band and network
Metallica differed considerably from typical heavy metal bands due to their wide taste in music – from Ennio Morricone to Simon & Garfunkel (Brannigan & Winwood, 2013a). This was a reason why Metallica renewed its music for every new album. Maybe the most significant change occurred after the album ...And Justice for All when Metallica tired of complex song structures. For the Black album, the songs were considerably simplified and simultaneously the tempo was slowed down. In 10 years, the thrash metal band transformed as a hard rock band. The Black album was their real breakthrough into the mainstream (Brannigan & Winwood, 2013a; McIver, 2009).

Networking played an important role in Metallica’s renewal and rise to the top. Especially Ulrich created networks effectively. This way Metallica found suitable musicians, managers, record labels, and producers. In the beginning, the band members’ friends were committed in Metallica, but Metallica networked with anyone. In this context, we cannot belittle the significance of the “social media” of the 1980s. Fanzines and trading cassettes played an important role in creating networks and spreading the word over the US and the world (Brannigan & Winwood, 2013a; McIver, 2009).

After a few early bad choices regarding band members, Ulrich and Hetfield started to pay more attention to their choices in musicians and partners. New arrivals were often put to a hard mental and physical test in order to prove their abilities and suitability to Metallica. For instance, the bass player Jason Newstedt and the producer Bob Rock got to experience this first-hand. Ulrich and Hetfield did not trust talks and promises. In their opinion, only actions revealed the true state of matters. In this way, they were able to effectively get rid of opportunists and retards (Brannigan & Winwood, 2013a; 2013b; McIver & Hammet, 2011).

Metallica had a core, an inner and an outer circle of people. The core of the band was formed by Ulrich and Hetfield. The first inner circle is formed by the bass player and second guitar player (Berlinger & Sinofsky, 2014; Brannigan & Winwood, 2013a; McIver, 2009). Also, Bob Rock, who produced the Black, reached the first inner circle or even the core of the Metallica. When
composing, Metallica did not listen to outside people’s advice before Bob Rock (Berlinger & Sinofsky, 2014; Brannigan & Winwood, 2013b). The second inner circle is formed by managers and record label representatives. The press and fans can be thought to form the outer circle. The inner and outer circles were constantly changing. Each new album release and tour meant some change in the network. The network offered new means for making better albums, tours, and marketing (Brannigan & Winwood, 2013a).

Courageous grabbing coincidences and opportunities separated Metallica from many other bands. Especially Ulrich was strong in this area. A good example of this is when Ulrich reserved a spot for a song in the Metal Massacre collection even before he had a band or any song. With regard to creating Metallica, this was a very significant event since it offered Ulrich an opportunity to work together with Hetfield (Brannigan & Winwood, 2013a; McIver, 2009).

Metallica also faced numerous failures. Especially, commercial experiments made against Metallica’s instinct usually failed. Examples of these are the song “Escape” in the Ride the Lightning album and choosing the producer of the hit album Appetite for Destruction by Guns ‘n’ Roses to produce the album ...And Justice for All. On the other hand, without experiments, Metallica would not have developed to the mega band. The audience liked Metallica’s changes during the period 1981-1991, and sales grew in leaps (Brannigan & Winwood, 2013a). Some of the early thrash metal fans disappeared, but they were multiplied by the new audience (McIver, 2009).

Metallica’s growth
In early days, Metallica did not have the money to release albums or go on extensive tours, so the band inevitably needed external resources (Brannigan & Winwood, 2013a). Their first manager, Jon Zazula, found Metallica via their ´s No. Life ´til Leather demo (McIver, 2009). Zazula saw so much potential in Metallica that borrowed money to cover the recording budget of debut Kill’em all. A few years later he had to step down when a larger caliber manager stepped in. Metallica made this decision because they saw it as a crucial step in securing the band’s growth (Brannigan & Winwood, 2013a).

Indicative of the band’s commercial growth is that in its release year 1983, Kill’em All sold a few tens of thousands of copies. Eight years later the Black sold 650,000 copies in the US during the first week. Today it has sold about 23 million copies globally (Brannigan & Winwood, 2013a; Metallica Album Sales Statistics, 2016). The budget for making the Kill’em All debut album was $15,000 and making it took only a couple of weeks in the studio.
The budget of the *Black* was $1 million, and the band was at the studio nine months (Brannigan & Winwood, 2013a).

At the beginning of Metallica’s career, neither the band nor anyone else could predict, how much the forthcoming album would sell and how much audience would be on the tour. Thus, consequences of the actions could only be seen in the real world (Brannigan & Winwood, 2013a; McIver, 2009). Only after Metallica’s third album, *Master of Puppets* released in 1986, the audience numbers started to increase considerably. During this time, also music magazines, managers, and record labels started to become interested in the band. At this time, the resources of Metallica reached a professional level (Brannigan & Winwood, 2013a; Halfin et al., 2010; McIver, 2009).

Gradually, the band built its global Metallica market, so-called Metallica family. The Metallica machine advanced so adamantly that it was as if there had been some strategic master plan guiding it. However, this was not the case but hard work and living in the moment (Brannigan & Winwood, 2013a, b; McIver, 2009). Nowadays, Metallica is one of the most commercially successful bands of all time, with estimated sales of almost 93 million albums worldwide (Metallica Album Sales Statistics, 2016). Global sales of Metallica albums are presented in Table 1 (live/cover albums are not included). Metallica has ranked at place 22 on top selling artist ever. In comparison, The Beatles is number 1, and it has sold almost 270 million albums (List of best-selling music artists, 2016).

**Table 1.** Global sales quantity of Metallica albums

<table>
<thead>
<tr>
<th>Album</th>
<th>Year</th>
<th>Sales (units)</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Kill 'Em All</em></td>
<td>1983</td>
<td>5,500,000</td>
</tr>
<tr>
<td><em>Ride the Lightning</em></td>
<td>1984</td>
<td>7,125,000</td>
</tr>
<tr>
<td><em>Master of Puppets</em></td>
<td>1986</td>
<td>7,750,000</td>
</tr>
<tr>
<td><em>...And Justice for All</em></td>
<td>1988</td>
<td>9,000,000</td>
</tr>
<tr>
<td><em>Black/Metallica</em></td>
<td>1991</td>
<td>23,000,000</td>
</tr>
<tr>
<td><em>Load</em></td>
<td>1996</td>
<td>8,500,000</td>
</tr>
<tr>
<td><em>Reload</em></td>
<td>1997</td>
<td>7,000,000</td>
</tr>
<tr>
<td><em>St. Anger</em></td>
<td>2003</td>
<td>4,250,000</td>
</tr>
<tr>
<td><em>Death Magnetic</em></td>
<td>2008</td>
<td>2,250,000</td>
</tr>
</tbody>
</table>

**Source:** Metallica Album Sales Statistics (2016).

**Metallica’s album and tour cycle**

During the first ten years, Metallica had seven significant releases: “Hit the lights” song in the *Metal Massacre* collection, *No. life ‘til Leather* demo – and the following albums: *Kill’em all, Ride the Lightning, Master of Puppets,*
...And Justice for All, and Black (Brannigan & Winwood, 2013a; McIver, 2009). Metallica had quite a similar cycle for each of these releases.

The band members, especially Hetfield, developed riffs independently and recorded them on tapes during the tour following the release of the album. After the tour, Hetfield and Ulrich listened to the tapes and began to develop the riffs further as well as combine them. After this, the band made demos of a few songs and experimented them on insiders and sometimes at gigs. The songs were improved based on the feedback and feelings from people. During the demo phase of the album, also the guidelines, i.e. what sort of an album they wished to make, began to take shape (Brannigan & Winwood, 2013a; Eglinton, 2010).

After this Metallica began the search for a suitable studio, sound engineer, and producer, if they did not believe that the partners of the previous album would achieve the desired outcome. Also, the record label, manager, and band members could change at this phase. In practice, for each album some person changes occurred. In the early releases, the changes were more extensive than later on. Depending on the partner, the commitment meant a different investment of resources to the band. When the newly committed partners were gathered, a studio period for recordings was booked. At that point, also a target schedule was set for the release of the new album. Making the songs continued at the same time as the network took shape and the studio period came closer. Usually, Metallica’s songs were quite ready by the time they went to the studio. A notable exception was the Black album, for which they spent considerably more time in the studio than before (Brannigan & Winwood, 2013a; Wall, 2011; McIver, 2009).

After recording an album, the band started a new tour which simultaneously also kicked off a next album composing cycle. Each cycle produced a new album, new fans, and new partners for Metallica. Notable musical development occurred between the different albums, although they were released quite frequently in the beginning (Brannigan & Winwood, 2013a). Metallica’s musical preferences changed between the release cycles. New band members and other partners made possible to develop music, tour, and marketing to a new level. For example, with a new record label and manager marketing of the albums improved and the tours became bigger (Brannigan & Winwood, 2013a; McIver, 2009).

4. Mettallica as effectual actor

This chapter analyses the first ten years of Metallica with the help of the effectuation framework. Like all entrepreneurship stories, also the Metallica possesses characteristics of causal logic. However, the focus is not on
causation in the following analysis. The purpose is not to belittle causal logic since without causal activities, Metallica would not have become the mega band it is today. Metallica and its partners utilized causation during every album release cycle. Without planning and goal-orientation, albums and tours would not have been succeeded. It seems that Metallica’s partners had more important role in causation activities while the band itself focused more on creating new by operating effectually.

*Metallica case related to the philosophy of effectuation*

- The more you can control the future, the less you have to predict it: Metallica did not predict but made suitable future for it by controlling the change. Metallica founders have been even said to be control freaks.
- Instead of specific goals, the starting point is are the available means – one’s own identity as well as human and social capital: Metallica founders recognized their own strengths as means to create together something new. Furthermore, they utilized successfully social networks.
- Instead of following trends, the focus was on own actions: Metallica proceeded against trends (e.g. glam metal and music videos) and trusted their own dreams and actions.

*Metallica case related to innovation matrix*

In the innovation matrix, Metallica operated in the suicide quadrant by creating new product/band and new market/musical genre. Effectual logic is especially suited for the suicide quadrant at an early phase of an organization/team or innovation.

*Metallica case related to effectual problem space*

- *Knightian uncertainty*: At the beginning of Metallica’s career, neither the band nor anyone else could predict the consequences of their actions – for instance, how much the following album would sell and how much audience the tour would have.
- *Ambiguity of goals*: The goals of Metallica were not concrete – for instance, with what type of music their dreams would be achieved. The goals were sharpened along the way, and preferences related to music style were transformed.
- *Isotropy*: Metallica got its energy and confidence from enthusiastic underground fans during gigs. The intense support of a small fan group was relevant information for Metallica. It revealed that the band was on the right path.
Metallica case related to principles of effectuation

- **Bird-in-hand**: Means were more important for Metallica than the goal. The most important thing was to make the kind of music they liked and were able to make. They knew what they were good at and utilized their own strengths. The focus was just on doing things as good as possible – at least when measured on a rock band scale.

- **Affordable-loss**: During the early years of Metallica, the members of Metallica had nothing to lose. Music was a way of life for them. On the other hand, the first manager’s investment in the band was not a small thing. He invested to Metallica everything he owned – against the principle of affordable-loss.

- **Lemonade**: Courageous grabbing coincidences and opportunities separated Metallica from many other bands.

- **Crazy quilt principle**: Open minded networking played an important role in Metallica’s rise to the top. Metallica found suitable musicians, managers, record labels, producers, etc. with the help of active networking.

- **Pilot-in-the-plane principle**: Metallica holds the reigns tightly in its hands. The band often had the last word in critical decisions. Metallica did what it wanted to without listening to others. There was no room for compromises.

Metallica case related to dynamic process model of effectuation

During 1981-1991 for each new album or another release, a new network and resources were built around Metallica, as a result of which new means and goals were created for the band. Metallica had quite a similar cycle for each of their album release and tour. A notable exception was the *Black* album, for which they spent considerably more time in the studio than before. Metallica also decided to simplify and slow down their music in *Black*. Furthermore, the band listened to a producer much more than before. This resulted in a commercial masterpiece. Dynamic effectuation process was remarkable to Metallica because continuous and ambitious renewal was important for the band.

5. Discussion

The *first objective* of the research was to explain Metallica’s success in the music industry. Working hypothesis was that success results from the effectual activity of Metallica founders. The research revealed that effectual actions played an essential role during the Metallica’s first decade when its biggest development leaps happened. The following elements of the effectuation theory were utilized in analyzing Metallica’s success: the innovation matrix,
the effectual problem space, the principles of effectuation, and the dynamic process model of effectuation.

Firstly, Metallica mainly acted in the suicide quadrant on innovation matrix by creating a new product (new band and music) and markets (new thrash metal genre). Most of the bands are exploiters who compose their own music by slightly shaping music made earlier by others. Metallica took lessons from other bands, as well, but it was able to combine different genres seamlessly in a more innovative manner than average bands. Secondly, Metallica had all three types of uncertainties in an effectual problem space. The band’s strength was to transform uncertainties to opportunities and utilize opportunities. Thirdly, Metallica utilized all the principles of effectuation effectively. The principle of pilot-in-the-plane was extremely strong within Metallica. Metallica’s core persons kept major decisions strictly in their own hands. They did what they wanted – not what they were told or expected to. The principle of affordable-loss was not so important than other principles. In fact, Metallica had nothing to lose at the beginning of the career. Fourthly, a dynamic process model of effectuation played an important role for Metallica because of its renewal will. This may be a fundamental factor why Metallica succeeded in changing music world – “a rolling stone gathers no moss”.

The second objective of the research was to illustrate effectuation theory in a band and art context, which has not been done before. On the basis of empirical research, the effectuation theory helped in analyzing and revealing Metallica’s success factors. Money is often strongly connected to entrepreneurship, but effectuation theory does not emphasize money. Therefore, it can be applied to explain success factors of intrapreneurship. Metallica story in this article was also primarily an intrapreneurship case, in which entrepreneurial mindset was more crucial than money.

The study have the following limitations: 1) No. explicit measures that indicate causal connection between the effectual activity and Metallica’s success, 2) No. knowledge about relationship of effectual and causal logic in Metallica case, 3) Because of one case study, the results cannot be generalized to other bands that have created new kind of music and new market, 4) Metallica band’s partners were not profoundly analyzed, how effectual or casual they were, and 5) Critics towards effectuation have not been considered.

Practical implications – What young bands and other artists could learn from Metallica?

In the 1980s, many other rock bands worked with the cycle typical to Metallica – created riffs, built songs from riffs, made demos, recorded and released an album and went on tour. But what separated Metallica from most of the other bands? Was Metallica more effectual than average bands? Firstly,
Metallica was not satisfied with reinventing the wheel. It had a desire to make different kind of music, in which talent and a wide taste in music helped. Where the influences of Metallica’s debut album were NWBHM, Motörhead, and punk, the second album contained nuance of Ennio Morricone and H. P. Lovecraft. Metallica’s musical framework changed constantly. The second factor was their exceptionally strong desire to improve – not just music but also everything else. The third factor was the courage to find and utilize possibilities and coincidences – and they also went outside their comfort zone. Many other bands have said that Metallica got lucky. In reality, however, coincidences favor the active doers. Fourthly, band chemistry and dynamics were exceptional within Metallica. If someone started to become high and mighty, the band members quickly put a stop to it. Furthermore, Metallica got mercilessly rid of cruel and useless persons. The fifth factor was active networking, which is also closely related to the creation of the previously mentioned coincidences. The sixth factor was a working morale. Although the members of Metallica drank and fooled around, usually the situation was in control. For them, music came first – being a rock star and having fun came after it.

6. Conclusions and further study

This article provided an illustration of effectuation theory in music band context. Effectual logic is especially suited for creating new. This creation also regards to creating new kind of music as the studied Metallica case indicated, considered with the help of the following imaginary example. Let us give ten new bands the task to create new kind of music by combining different music genres, which also Metallica did in the early 80’s. How different would these bands’ debut albums be? What if, after each debut album, different bands would be asked to combine influences from some no-heavy bands in their next album? When this cycle would be repeated a couple of times, how far away would the albums of these bands be from each other? When we add matters related to the record label, producer, manager, etc., there would be even more dispersion between the bands. For instance, could another popular thrash band of the ‘80s, Slayer, have made at some point in their career a release such as the Black album and markets such as the Metallica family? Probably not. As effectuation theory tells us, people make the future with their own activities. And since people and their networks are different, also the end results are inevitably different.

The research generated some new research ideas. It would be useful to study in the Metallica case the relationship between effectual and causal logic and how those logics changed and alternated over time. Also studying
Metallica from 1991 to the present day might also be rewarding as the band started to head into a more peculiar direction and also lose fans as a result of these musical changes. It would be interesting to carry out research to other bands that have also created new music genres and vast global markets. From the heavy genre come to mind, for example, Iron Maiden, Black Sabbath, and Judas Priest. It would also be worthwhile to study pioneer bands of other genres, for instance, jazz, punk, and blues. In addition, an interesting research area of effectual logic would be artists created calculatedly – in other words, born big/global with the power of money. Although, these bands are based on causal logic per se (or are they?), probably they would also exhibit several characteristics of effectual logic.

Finally, is it worthwhile considering whether it is sensible to analyze band cases of the 1980s today? However, the same principles pretty much matter even today. In the music world, the biggest change has occurred due to the Internet. These days everything happens faster and, in principle, all artists are one click away. Bands are not nearly as distant to fans as they were before. Thus, transparency is on a completely different level than in the 1980s, due to which also markets can develop considerably faster. However, the Internet will not change the basics. The actions of bands and their stakeholders have an impact on whether the band will be successful or not. In any case, it would be worthwhile to study profoundly some new generation band, which has been created and lived during the Internet era.
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CONSIDERING DIFFERENCES IN ORGANISATIONAL CULTURE MAKES JOINT SCIENCE -BUSINESS PROJECTS SUCCESSFUL

Joanna Wójcik Bubała

Abstract
R&D projects performed by the joint academia- business teams, become more popular. Both, academia and business have different organizational culture and different motivation to join the projects. The diffusion between the cultures is reasonable and brings significant benefits as well to the academia as to the business. In this article the following thesis is formulated: there are cultural differences between academia and business that significantly influence the success of the joint projects. Those differences should be taken into consideration while managing the projects and additional activities should be applied to ensure the project success. The article formulates the thesis, which the present cultural differences between science and business environments have significant influence at the further long-term cooperation. To confirm or negation the thesis the additional research and analysis are required. The project managers of jointly delivered projects should consider the differences in organizational culture of both science and business environments, and apply extra effort to ensure project success. Based on the theoretical analysis the success factors are defined. The good practices of the earlier projects are pointed out. The article proposes the inclusion of activities into the PMI project management to unify the project culture.
Keywords: project management, academia-business collaboration, science-business collaboration, science-industry collaboration, success factors.

1. Introduction
Research and Development (R&D) supports collaboration between research units (science) and business. Compared with other European countries, the financing of research and development by private capital in Poland is relatively low, at less than 1% of GDP in 2011, while the EU-28 average amounted to 2% (Eurostat, 2014). According to PWC report on research and development projects, in the years 2012-2015, Polish entrepreneurs quite actively pursued...
partnership projects in R&D. More and more businesses opt for R&D projects undertaken jointly with scientific institutions (33%) and other companies (24%). Still, big companies are more active in carrying out such projects. Only 1/3 of joint R&D projects are carried out by small and medium-sized enterprises (SMEs) (36%). Previous statistics published in 2012 by Eurostat indicate that 31% of EU entrepreneurs were involved in developing innovation (introduction of new products and services) in cooperation with other entities. Such cooperation was most popular in the UK (67%), while, in Poland, it amounted to 30%, at average European level.

A number of incentives are further introduced to convince entrepreneurs to engage in financing joint R&D projects. For many years highly developed economies such as the United States and Japan have used fiscal incentives to promote R&D. Such ways of stimulating innovations have also been adopted by European countries, including Poland. Studies that are more rigorous find that one euro of foregone tax revenue on R&D tax credits raises expenditure on R&D by less than one euro.

Cooperation between science and business communities in Poland is still developing. In the future, thanks to cooperation, the activities of entrepreneurs and scientists probably will often interweave. It may also contribute to raising the level of innovation and bringing the joint projects to successful completion. For this to happen, one should understand what the key success factors of such projects are and how to effectively manage joint projects.

This paper is an attempt to identify the areas on which entrepreneurs and researchers particularly differ, based on literature review and observations made hitherto. The article also indicates those areas of project management that project managers should pay close attention to, in order to minimize the risk of failure. Successful completion of joint projects will give the base for establishing a long-term cooperation, which is the ultimate goal of this type of projects. The effects of projects carried out cooperatively by the scientific and business communities provide interesting material for further observation and empirical research.

This article is comprised of six parts, including the introduction and the conclusion. It presents the differences in the approach to project management and implementation between science and business projects (Kubiński, Kwieciński & Żurawowicz, 2010). Then it discusses the benefits of staff exchange as a way of building long-term relationships which foster the implementation of joint projects. The article identifies success factors and the key areas in which project management should particularly take into consideration, in order to successfully finalize joint science and business projects. The final part also contains a proposal for further empirical research on the impact of joint projects on long-term cooperation.
2. Key differences in business and science culture

Implementation of joint research and development projects is beneficial to both entrepreneurs and scientists, even in spite of the differences in the approach to the performed tasks. Kubiński et al. (2010) compare the characteristics of researchers and entrepreneurs (Table 1) to illustrate the different motivation and approach of researchers and entrepreneurs to project implementation.

Table 1. Characteristics of scientist vs. the characteristics of an entrepreneur

<table>
<thead>
<tr>
<th>Characteristics of a scientist</th>
<th>Characteristics of an entrepreneur</th>
</tr>
</thead>
<tbody>
<tr>
<td>Creating intellectual value</td>
<td>Economic success</td>
</tr>
<tr>
<td>Long time horizon of actions</td>
<td>Long or short time horizon of actions (depending on needs)</td>
</tr>
<tr>
<td>Insight and precision</td>
<td>Effectiveness</td>
</tr>
<tr>
<td>Focus on mission/duty</td>
<td>Focus on market</td>
</tr>
<tr>
<td>Deductive or analytical approach/Disciplinary</td>
<td>Inductive or synthetic approach</td>
</tr>
<tr>
<td>Exploration/curiosity</td>
<td>Purpose or problem-oriented</td>
</tr>
<tr>
<td>No time limits</td>
<td>Bound by schedule</td>
</tr>
<tr>
<td>Public interest</td>
<td>Private (corporate) interest</td>
</tr>
<tr>
<td>Objective: scientific authority</td>
<td>Objective: strengthening the company’s position on the market</td>
</tr>
</tbody>
</table>

Source: Kubiński et al. (2010).

A study published by Kubiński et al. (2010) discovered a low level of cooperation between science and business, resulting from the lack of understanding of mutual needs, differences in working style, bureaucratic and formal reasons, or lack of communication. Both the studies carried out by PWC and NCBR in 2014 and the earlier study published by Kubiński et al. (2010) show that the business undertakes market-oriented actions, with a desire to achieve success through implemented results. The project’s costs are one of the factors determining its implementation. Business perceives time as a value that can be converted into money. Hence the desire for effective implementation of the project in a relatively short time and control of its results during the project. The leading motivation in business is the aspiration to effectively implement the results of operations on the market effectively.

Scientists often work in an environment where no time pressure is imposed on activities they undertake, and the mission to create new intellectual value is the overarching motivation for the implementation of projects. With such significant differences in the work culture, a passive attitude of waiting for a joint project to emerge is ineffective. Seeking new opportunities in a more proactive approach is much more fruitful. The rapprochement of two such distant cultures as science and business requires efforts before and during the project. Jasieński, Candi and Rzeźnik (2015) indicate that workshops dedicated for companies of
different size and conducted by scientists prove to be effective in networking. New contacts established there usually result in further cooperation.

3. Staff exchange as a way of building long-term cooperation

The exchange of staff and secondments are common practices of establishing cooperation both in the scientific and business community. Cross-exchange between universities and business is also becoming more and more common. It promotes not only the building of long-term relationships but, above all, the transfer of knowledge. In the Reinvent project (Jasieński et al., 2015), long-term secondments brought not only the transfer of knowledge between scientists and business or the establishment of long-standing cooperation but primarily a rapprochement of several cultures different in their organizational culture or nationality.

This type of staff exchange, lasting from a few weeks up to a few months, has numerous advantages. They are conducive to building mature, long term relations (Boulton, 2014). Those advantages include, among others (Table 2):

<table>
<thead>
<tr>
<th>Benefits for academics (universities) include</th>
<th>Benefits for companies (business) include</th>
</tr>
</thead>
<tbody>
<tr>
<td>Understanding the context for their research, leading to more usefully applicable research</td>
<td>Acquiring and assimilating new capabilities</td>
</tr>
<tr>
<td>Access to real data</td>
<td>Acquiring access to non-core capabilities and facilities</td>
</tr>
<tr>
<td>Providing impact examples</td>
<td>Solving specific problems</td>
</tr>
<tr>
<td>Broadening the range of contacts</td>
<td>Access to ‘different’ thinking</td>
</tr>
<tr>
<td>Broadening the number of researchers involved</td>
<td>Building a broader network of contacts</td>
</tr>
<tr>
<td>Reducing the workload in relationship maintenance</td>
<td>Foresight about new technologies and new directions</td>
</tr>
<tr>
<td>Linking to juniors who may eventually rise to positions of influence</td>
<td>Staying close to the ‘state of the art’</td>
</tr>
<tr>
<td>Enabling salary top-ups that makes recruitment of researchers easier</td>
<td>Benchmarking their own capabilities</td>
</tr>
<tr>
<td></td>
<td>Providing career options</td>
</tr>
<tr>
<td></td>
<td>The kudos of being seen to work with Cambridge</td>
</tr>
<tr>
<td></td>
<td>Serendipitous contacts, discoveries and new directions</td>
</tr>
</tbody>
</table>

Table 2. The benefits of staff exchange

Source: Boulton (2014).

The cultural rapprochement of business and science and, above all, the understanding of success factors allow increasing the likelihood of success and reducing the risk of failure of joint projects.

4. Success factors of joint science and business projects

An analysis of good practice resulting from joint projects identifies the key areas crucial for the successful project implementation: the credibility of the
partner, project management, trust management process and mutual benefits (Barnes, Pashby & Gibbons, 2002). On the basis of a ten-year study conducted in European organizations, Klofsten and Jones-Evans (1996) identified the most important aspects of joint projects implementation, namely:

- projects have to solve real problems,
- they must be conducted by a dedicated team,
- they must have a clear goal,
- partners must be reliable and closely related.

Pescas and Henrique (2006), on the basis of the 20 projects carried out by the Technical University of Lisbon, have also determined that business must be open to the absorption of new knowledge derived from this type of cooperation, while universities should preserve the confidentiality of information, as well as fulfil the objectives of the project in a timely manner. Research of the projects conducted jointly by science and business communities in Sweden and in Australia (ICEE Software, 2012), and the results of other studies on cooperation in projects involving universities and small and medium-sized enterprises (SMEs). Demain (2001), Guthrie and Ward (2002), Pecas and Henrique (2006), Davenport et al. (1999) clearly indicate the essential elements conducive to the project success:

- support for the project at the top management level of the company involved in the project,
- authorized project leader instead of someone who simply executes tasks,
- aligned understanding of the same issues by the "business team" and the "science team",
- numerous personal interactions within project teams. Regular, daily interactions within the team support achieving project success,
- soft skills play a significant role in long-term projects.

The elements conducive to achieving success increase the likelihood of successful project completion and indicate to the project manager which project management activities require special attention.

5. Success factors and project management

The project manager of the joint science and business project should take into account the cultural differences between those two communities. Starting from the main areas of activity in project management (according to PMI methodology, see e.g. Figure 1), we define those that require special attention during the implementation of joint projects.
PMI methodology of project management specifies nine areas of activity:

1) Integration management, including coordinating activities such as planning, coordinating changes.

2) Scope management, including defining the scope of the project, its verification, monitoring modifications in project’s scope.

3) Time management, including defining a schedule, tasks, their order, schedule execution and control.

4) Cost management, including essential resource planning, budgeting and cost control.

5) Quality management, including all activities, aimed to meet user requirements with respect to project’s quality characteristics.

6) Human resource management, including efficient resource allocation, acquiring contractors and employees.

7) Communication management, including preparation of the communication plan, ensuring efficient flow of information, selecting appropriate communication channels.

8) Risk management, including risks and issues identification and analysis, planning preventive actions and control over their implementation.

**Figure 1.** Project management activities by PMI

*Source: Project Management Institute (2000).*
9) Procurement management, including planning and conducting procurement of goods and services necessary to implement the project.

Table 3. Examples of activities in project management, supporting the success of joint science-business projects

<table>
<thead>
<tr>
<th>Success factor</th>
<th>PMI project management areas</th>
<th>Activities in project management</th>
</tr>
</thead>
</table>
| Trust between project partners | All areas of project management | • Defining the frame of cooperation  
• A confidentiality agreement  
• Defining intellectual property rights |
| Support at the top management level | All areas of project management | • Defining the project goals, scope, schedule, and budget  
• Informing the management Board regularly about the project’s progress  
• The commitment of the top management to make crucial decisions about the project  
• Informing stakeholders of the project’s progress |
| Project leader’s authority | Human resources management  
Communication management | • Working experience of the project manager in project delivery |
| A clear project goal | Communication management | • Defining and communication of project goal  
• Selection of communication’s frequency, channel and content |
| Numerous personal interactions within the project’s team | Team management  
Communication management | • Regular exchange of information about the project’s progress  
• Joint implementation of selected tasks  
• Clear and precise definition of the project’s goals (SMART)  
• Defining milestones, deliverables  
• Regular communication within the team |
| A common understanding of the same issues by the “business team” and the “science team”. | Communication management | |
| Timely delivery of the project’s tasks | Time management | • Clearly defined and communicated roles and responsibilities of the project teams  
• Defining tasks, deadlines, responsibilities.  
• Schedule control |
| Soft skills | Team management | • Planning development of the team members  
• Team building |

Considering the differences in motivation, work specification and environmental conditions, it is critical to the project implementation that the project manager takes every action aimed at achieving final success. Table 3 indicates what actions may be taken by the project manager. This list remains
open and can be modified depending on the individual experience of the project manager.

Considering the benefits of long-term science-business cooperation, it is desirable to eliminate the obstacles to achieve the results (Cyran, 2015; Ujwary-Gil, 2009). Programmes and tax incentives aim to stimulate and support long-term cooperation between research centres and SMEs, also after the completion of the project. From the project management perspective, it would be very interesting to analyze project’s progress in its key areas and the results of long-term cooperation within hindsight, for example after the end of the project’s sustainability period. Such analyses would help to answer the question of how project management transforms into long-term cooperation of science and business. Is the cooperation continued after the project is completed, and if so, in what form?

6. Conclusions

Drawing upon the experience gathered hitherto with regard to cooperation between science and business; we know it could lead to both successes and failures. Thanks to understanding the differences in motivation and work style, and taking them into account in the management of joint projects, the number of successful projects will increase and thus it will contribute to the implementation of innovations. This paper describes a theoretical inclusion of success factors for joint science and business projects in the methodology of project management by PMI. It also identifies good practices based on research and the important areas of the PMI methodology, which should be taken into account in the implementation of this type of projects. The article also points out the project managers’ attention to those project management areas which are particularly affected by different organizational cultures. Further studies will also answer the question whether the project management transforms into further long-term cooperation.
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FINANCIAL ASPECTS OF ORGANIZATIONAL MANAGEMENT
OPTIONS FOR FINANCING ECO-INNOVATION AVAILABLE TO ENTERPRISES
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Abstract
Any enterprises seeking to adopt eco-innovative solutions aimed at lowering their adverse environmental impacts and protecting natural resources face a high-cost barrier. The barrier precisely is the difficulty that plagues Polish businesses, which commonly suffer from insufficient internal funding and problems accessing external financing. Written in an environment in which new financial instruments, such as venture capital funds operating as public-private partnerships, are now emerging, the publication seeks to describe the latest instruments for financing eco-innovation focused on environmental aspects of furthering the sustainable development of enterprises. The study relies on the critical analysis and synthesis of scientific literature and key Polish and EU documents. Also presented are eco-innovation funding opportunities available to Polish enterprises.

Keywords: financing of eco-innovation, EU funds, venture capital, eco-innovation.

1. Introduction
Eco-innovation aimed at achieving the sustainable growth of enterprises by reducing adverse environmental impacts and protecting the existing natural resources requires enormous capital outlays. This capital outlays precisely are the difficulty faced in Poland where, according to many literature sources, the primary hindrance to eco-innovation is the shortage of own funding and insufficient access to external financing. This conclusion has been confirmed by a 2011 Eurobarometer survey of EU businesses carried out by Gallup Institute. It was found that the predominant barriers to eco-innovation faced by 38% of Polish-based companies are fund deficiencies, uncertain return on investment in eco-innovation (37%), uncertain market demand (35%) and the lack of external financing (33%) (The Gallup Organization, 2011).
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According to Foundation for the Environment (2010), the key barrier to the use of eco-innovative solutions, faced by 68% of enterprises, is insufficient funding and prohibitive deployment costs (61%). This finding has been backed by the surveys by Zuzek (2015), Mazur-Wierzbicka (2014) and Ryszko (2014). A 2014 study of eco-innovation has placed Poland in the penultimate 27th place in a pan-European-Union ranking which relied on 16 indicators. Poland’s lowest scores on such indicators were posted on the inputs side, and specifically on governmental spending on R&D in the fields of environment and energy, green investments by PE/VC funds and employment in the R&D sector. To make things worse, such indicators declined by one-third in the last years (Grodzicka & Wojtach, 2013; Ozdoba, 2015).

The literature on eco-innovation financing instruments classifies them into own resources and financial institution funding (bank loans, private equity funding, e.g. venture capital), internal and external funding by affiliates (subsidiaries and other associated companies). Also, third-party enterprise funding (by non-financial sector businesses), public financing and the funding of international organizations (Wielgórka, 2013; Janik, 2015). Smolorz (2011) proposes a classification into private non-repayable capital (business angels) and share issues (venture capital funding), public-private non-repayable capital (EU subsidies and loan funds) as well as repayable private capital (bank loans and non-bank crediting) and debt-security issues.

The options for financing eco-innovation available to the SME sector in the recent past have been described broadly by Wyrwa (2010). According to the Ministry of the Environment (2008), “Poland’s primary sources for funding environmental projects are environmental protection and water management funds (one national, 16 regional, 2489 municipal and 373 county environmental protection and water management funds); own resources of enterprises, municipalities and state agencies; the funds of domestic lending banks; the state budget and the budgets of regional governors; foreign funds, including those of the European Union, whose share has been growing since 2004, and other sources, including the Agency for the Restructuring and Modernization of Agriculture, Fundacja Wspomagania Wsi (Rural Support Foundation), EkoFundusz (EcoFund), and other foundations.”

Considering the significance of the issue, the authors of the article have set out on providing an overall description of the latest instruments for financing eco-innovation in businesses, which are aimed at supporting the related projects and furthering the environmental aspect of the sustainable growth of businesses.
2. Significance of eco-innovation for enterprises

Climate change, natural resource depletion and the loss of biodiversity are all major challenges faced by today’s world in its bid to protect the environment. According to the European Commission, one way to resolve the issue of environmental degradation is to make environmentally friendly investments (Foltynowicz, 2009). The notion of innovation has gained popularity in recent years thanks to a number of European Union initiatives, including support various programmes. The term is used as defined in the Oslo Manual (Oslo Manual, 2008) whereby an innovation is the implementation of a new or significantly improved product (good or service), or process, a new marketing method, or a new organizational method in business practices, workplace organization or external relations.

Innovation is inextricably linked with sustainable development aimed at ensuring the growth of the economy while affording equal treatment to social and environmental aspects. The link between the two areas is eco-innovation, which seeks to reduce the environmental impact of products, processes and technologies while boosting competitiveness and economic growth (KPKPB UE, 2008).

According to the Oslo Manual, eco-innovation takes the form of either product or marketing innovation. Environmental innovation, as described in (KPKPB UE, 2008) represents “new production processes, technologies, services and products designed to reduce adverse environmental impacts. Environmental innovation is a chance to adopt sustainable solutions that will help use natural resources efficiently and reduce negative environmental impacts while ensuring a high level of innovation”.

Jones, Harrisom and McLaren (2001), Fiedor (2002), Woźniak, Trinks and Baćal (2004) offer some definitions of eco-innovation, which largely correspond to the above but differ in their specific approaches. According to Ziółkowski (2008), environmental innovations are innovations “comprised of new processes, techniques, practices, systems and products that help eliminate or mitigate environmental impacts”. Eco-innovation is commonly associated with such other notions as ecological, environmental or green technologies, all of which are technologies that provide an environmental benefit.

Eco-innovation, i.e. innovative products, technologies, and services are aimed not only at reducing environmental impact by, among others, preventing pollution and contamination but also at achieving more effective ways of utilizing energy and other natural resources while boosting competitiveness and economic growth. The most common classification refers to eco-innovation that is:

- technological, e.g. products and processes,
• social, e.g. behaviors, consumption patterns,
• organizational, e.g. environmental audits and green R&D,
• institutional, e.g. collaboration platforms, informal groups, and networks established to address environmental issues.

In 2009, OECD published the “Eco-Innovation in Industry: Enabling Green Growth” report (OECD, 2009) presenting, among others, an overview of the concept of sustainable development and eco-innovation, the diversity of eco-innovation in industry, benchmarking based on established indicators performed to attain sustainable growth, strengths and weaknesses analysis in connection with the established methods of measuring eco-innovation on a macro-scale as well as national strategies and initiatives designed to further eco-innovation in OECD countries (Borucka & Foltynowicz, 2010).

By combining innovative solutions with care for the natural environment, eco-innovation caters to the demand of today’s economies. The positive influence of eco-innovation on businesses has been described by Ziółkowski (2009), whose starting point in his discussion of the significance of eco-innovation for enterprises was an adverse environmental impact. Eco-innovative technologies make it possible to rule out or minimize negative environmental impacts. Eco-innovation helps enterprises reduce environmental penalties and charges, cut the cost of procuring depleted natural resources and lower their dependence on conventional energy sources. In this manner, eco-innovation exerts a positive impact on the investment capabilities of enterprises.

Needless to say, eco-innovation entails substantial starting outlays as well as uncertainty as to the return on investment. However, the European Union and Poland’s national government have launched a number of programes in support of eco-innovation available in the new financial perspective 2014-2020 (Foltynowicz, 2009; Lipińska, 2013). Europe’s environmental industry accounts for a significant part of the economy. Its annual revenues are estimated at EUR 319 billion, that is approximately 2.5 times the European Union’s GDP (Eco-Innovation Action Plan) (European Economic and Social Committee, 2012).

3. Research methodology

To ensure a comprehensive analysis, a critical review of the relevant literature has been conducted with the use of such electronic scientific databases as Scopus, Google Scholar, and JSTOR as well as the library resources of the Poznań University of Economics. This made it possible to gather information on the possible financial instruments that support eco-innovation, which was then described and used to formulate the research problem (Lisiński, 2016).
Publications were selected by the random snowball sampling method with proper account taken of relevant English-language articles. Of the total of 247 scholarly articles and strategic documents, the authors selected 62, which they classified into the categories of:

- strategic articles and documents on financing eco-innovation with EU funds in the European Union member states,
- strategic articles and documents on financing eco-innovation with EU funds in Poland,
- strategic articles and documents on financing eco-innovation with domestic funds,
- strategic articles and documents on financing eco-innovation with financial sector capital,
- strategic articles and documents on financing eco-innovation with private equity funds.

The problem which initially inspired the research was the capacity of businesses to fund eco-innovation – its identification was the primary condition for launching the project (Malhotra and Birks, 2007). The research output was summarized by bringing together the findings of each part of the project.

4. Financing eco-innovation with EU funds in European Union member states

Eco-innovation has become one of the key priorities of the European Union’s social and economic development program. Therefore, its leading documents such as “Europe 2020”, “Innovation Union” and “Resource-Efficient Europe” recognize the need to increase investment and identify instruments and resources to be used for that purpose.

As a Europe 2020 flagship initiative, resource-efficient Europe is designed primarily to facilitate the transition to a low-carbon economy, increase resource efficiency and decouple economic growth from resource use. While more stringent environmental protection standards are bound to boost eco-innovation, it is also essential to increase stability and certainty for investment and innovation. The new eco-innovation action plan (EcoAP) is thus to foster the innovation that reduces environmental pressures and facilitates the bringing of innovative products to market. A pivotal part of this effort is to mobilize financial instruments and services to support SMEs (European Economic and Social Committee, 2012).

The above tenets have been expressed in Horizon 2020, the EU’s biggest yet research and innovation program. The initiative promotes not only research on new solutions but also its supervision, implementation, commercialization and on-market development. One of the program’s innovative instruments is EU Finance for Innovators (InnovFin). This joint project of the European
Commission and the European Investment Bank Group (the European Investment Bank and the European Investment Fund) consists of a wide range of products, including loans and guarantees for large enterprises, research institutions and institutions of higher education, long-term preferential and subordinated loans, as well as mezzanine financing (which usually refers to the financing positioned between senior debt and shareholders’ equity) for midcaps and debt financing guarantees for SMEs.

Fast Track to Innovation (FTI) is a pilot associated with e.g. advanced testing, pilots, and demonstrations centered around themes which include climate and environmental protection and resource efficiency, which has received an allocation of EUR 100 million.

Support for the competitiveness of small and medium-sized enterprises is available in the COSME program (Program for the Competitiveness of Small and Medium-Sized Enterprises) aimed mainly at boosting the competitiveness of European SMEs by, among others, supporting activities that promote eco-innovation. A number of guarantee instruments (including free guarantees for financial institutions), as well as equity tools for private equity funds such as venture capital, have been envisioned.

A host of opportunities has been created that facilitate the co-financing of environmental and climate protection projects under the EU financing program LIFE, whose National Contact Point is the National Fund for Environmental Protection and Water Management (NFPMW). With the support of the European Commission and the NFPMW, the program funds contributes 95% of eligible expenditures to projects aimed at protecting natural resources, combating climate change and increasing energy efficiency (LIFE, 2016; Regulation (EU) No. 1293/2013 of the European Parliament and of the Council of December 11, 2013).

One of the first trans-national programs carried out under the cohesion policy of the European Union was INTERREG Europe 2014-2020 envisioned for the 28 member states of the EU as well as Norway and Switzerland. Thematically, the program covers low-carbon strategies, supports the transition towards a resource-efficient economy and promotes “green growth” and eco-innovation. Its beneficiaries are public authorities and public institutions as well as privately-held non-profit organizations. Eligibility is limited to partnerships made up of at least three states, two of which are EU member states (INTERREG Europe 2014-2020).

INTERREG Central Europe – Central Europe 2020 Cooperation Programme, in its turn, proposes to strengthen regional innovation capacities with a view to increasing the competitiveness of Central European states. This can be achieved by promoting cooperation among enterprises, R&D institutes, and universities. The funding is available for solutions that foster low-carbon
economies, combat climate change and achieve energy efficiency by, among other things, resorting to renewables, improving energy efficiency in public infrastructure, promoting resource management efficiency and raising the quality of urban environment (Central Europe 2020 Programme).

5. Financing eco-innovation with EU funds in Poland

Due to the cross-cutting nature of eco-innovation, the priority in its financing in Poland is to establish an efficient system for coordinating the work of the public institutions appointed to act as implementing bodies (Szpor & Sniegocki, 2012). Grodzicka-Kozak and Wojtach (2013) notes the need to develop a systemic concept of financial aid for eco-innovation within the framework of a Joint Action Strategy of the National and Regional Environmental Protection and Water Management Funds.

Osuch-Rak and Proczek (2014) have also pointed out the need for complementarity and synergies across EU and national policy instruments as well as comprehensive investment project financing covering the entire track from the conception of ideas to the creation of innovations that respond to the actual needs of entrepreneurs. Godlewksa (2014), in her turn, proposes to break funds down into those focused on:

- low-carbon economy, including energy efficiency, renewable energy sources, and eco-innovation,
- sustainable transport,
- environmental infrastructure,
- sustainable agriculture.

With reference to the above categories, the financing extended to public institutions (including local government authorities) and private organizations (mainly large enterprises) for measures aimed at reducing air emissions, protecting the environment, combating and adjusting to climate change and increasing energy efficiency, has been envisioned primarily in the Operational Programme Infrastructure and Environment (OPIE). “Priority I: Reduction of emission levels in the economy,” is designed to support “the production and distribution of renewable energy; energy efficiency, enterprises’ reliance on renewables as well as energy efficiency, intelligent energy management and the use of renewables in public infrastructure, including in public buildings and housing.” Meanwhile, under Priority II: “Environmental protection, including adjustment to climate change”, a merger is sought between the two thematic goals of “promoting adjustments to climate change and preventing and managing risks” on the one hand and “environmental conservation and protection and promoting efficient resource management” on the other. In view of the above priorities, enterprises are eligible to receive support for
investment projects that fall within such scope (Operational Programme Infrastructure and Environment, 2014).

Financed in full by the European Regional Development Fund, Operational Programme Smart Growth (OPSG) is principally an investment program. The benefits it offers consist largely in access to funding at the stage of the pre-incubation of start-ups that rely on innovative ideas, VC investment aimed at commercializing R&D outcomes, syndicate (group) financing by business angels, loan financing and investment in infrastructure development and research equipment. The program also offers to finance for advisory services and market research extended to enterprises looking for industry or equity market investors (Stock Exchange, NewConnect and Catalyst markets).

Support for the eco-innovative deployments of (own or purchased) products or processes in enterprises can be provided as long as the entrepreneurs involved hold patent rights, licenses and have the required know-how. The instrument is to be supported under the open innovation formula proposed by Chesbrough (2006) in which enterprises may use the outcomes of not only their research but also of that carried out by other organizations. Furthermore, the plan includes the establishment of a guarantee fund which will provide guarantees to banks extending loans for deployments of R&D outcomes. The assumption of a portion of the risk by a guarantee fund provides an incentive for private equity to finance innovative projects. Such projects will, therefore, be funded with bank loans (with an own contribution of at least 25%). Such loans will be repaid in part with public funds in the form of the so-called technological premium. The instrument is designed for micro, small and medium-sized enterprises. The relevant implementing institutions are the Polish Agency for Enterprise Development and Bank Gospodarstwa Krajowego.

The National Centre for Research and Development is going to serve as an intermediary body that finances research and development “aimed at developing a solution (product, technology and/or service) that helps protect the environment and meets eco-innovation criteria”. Such projects will be focused on achieving “cleaner processes, materials, and products; generating cleaner energy; utilizing waste in production; closing the water and sewage circulation loop, etc.” and ultimately developing a solution that will lower the consumption of materials and energy in production, reduce pollution, increase materials and waste recycling rates and increase the share of renewables in the energy mix” (Operational Programme Smart Growth, 2015).

6. Financing eco-innovation with domestic funds

The national environmental priorities are defined in such strategic documents as the NFEPMW strategy for 2013-2016 with a view to 2020, the Joint
NFEPMW – RFEPMW Strategy for 2013-2016 with a view to 2020 and the Energy Security and Environment Strategy. The documents express goals for four basic objectives pursued in financing environmental protection in Poland: “sustainable conservation and management of water resources, waste management and soil conservation, atmosphere protection, including combating climate change and the conservation of nature and bio-diversity.” The 2020 Mid-Term Development Strategy for Poland (2012) underscores the significance of eco-innovation for “the rational consumption of energy and the supply of clean and safe energy (including renewables and clean energy based on fossil fuels).”

A joint NFEPMW and NCfR&D program named GEKON, which is an acronym for the Polish-language equivalent of Environmental Concept Generator, has been developed in response to the challenges defined in the above documents. The programme supports research and development work as well as the deployment of the resulting innovative environmentally friendly technologies in the five selected areas of “environmental aspects of procuring unconventional gas, energy efficiency and storage, conservation and rational use of water resources, the development of renewables and innovative methods of producing fuel, energy and materials from waste and waste recycling”. GEKON is designed for entrepreneurs, the consortia of research institutions and entrepreneurs and groups of enterprises acting together (NCfR&D, NFEPMW, 2013).

Another initiative, this time of international scope, is EUREKA, a network associating 40 European states which collaborate in industrial research and development and produce outcomes that can potentially be sold on a commercial basis (NCfR&D, 2016). The GreenEvo Green Technology Accelerator of the Ministry of Environment disseminates green technologies domestically and internationally with a view to attaining a circular economy (Ministry of Environment, 2015).

7. Financing eco-innovation with financial sector capital

A popular vehicle for financing eco-innovation is bank loans and leasing, both of which are offered by a growing number of banks in Poland. The most comprehensive range of such products is being offered by Bank Ochrony Środowiska S.A. (Bank of Environmental Protection) for financing investment in new technologies and energy-consumption-reducing devices as well as projects in the fields of energy efficiency, renewables, thermal improvement of buildings, water and material conservation in production and environmental projects. The bank’s loans are backed by contributions from the NFEPMW (or its regional chapters).
One such product is the *Energia na Plus* loan offered under a foreign credit line of the European Investment Bank within the framework of the Energy Efficiency Programme for Small and Medium-Sized Enterprises (SMEFF EE), repaid in part with a European Union grant provided to offer a financial incentive to borrowers. This financing is designed for projects which reduce carbon emissions and energy consumption in industrial and residential buildings and projects of building installations for renewable sources of energy (Żyła, 2014).

A new Bank Gospodarstwa Krajowego (BGK) product which makes it possible to purchase or implement new technologies in enterprises is a technological innovation loan constituting a non-repayable financial support instrument extended to micro-, small- and medium-sized enterprises planning to adopt technological innovations with the support of EU funds. The program is distinguished by the technological premium consisting of EU financial support offered by BGK towards the repayment of a company’s debt.

According to Gabryś (2011) and Dziawgo (2010), the financial instruments offered by banks include special-purpose and other deposits, payment cards with a fee that supports an environmental cause, structured products (comprised of the shares and bonds of environmentally friendly issues or stock market indices of corporate social responsibility), shares having a declared environmental purpose (e.g. World Bank Green Bonds), bonds, investment fund units and short-term debt securities.

**8. Financing eco-innovation with private equity**

The so-called equity gap and difficulties accessing external funding create opportunities for the development of specialized financing such as private equity. Venture capital is designed mainly for young and innovative businesses which need capital to develop rapidly their products (Baygan & Freudenerg, 2000).

The usage of the term venture capital in Poland follows the definition of venture capital offered by the Polish Association of Equity Investors which refers to investments made at early stages of corporate development and designed to start up a company or secure its expansion (PSIK, 2014; Fałat-Kiliańska, 2014, p. 14). Such investments may be conducted to develop new products and technologies, increase working capital, acquire companies or improve and strengthen a company’s balance sheet. Note that according to research by Faria and Barbosa (2014), VC financing is at its most effective in later stages of project development as it is more useful for commercializing innovations rather than their creation.
The literature offers ample examples of the benefits to be derived from financing investment with venture capital. Such benefits include:

- appreciation in company value during the investment period, i.e. 5-7 years,
- the ability to carry out projects even despite the high risk involved,
- investment risks diversification resulting from the presence of an investor,
- improvements in the company’s balance sheet by changing the ratio of company debt to shareholders’ equity and increased creditworthiness,
- better liquidity resulting from being relieved from the obligation to pay interest,
- access to new business contacts,
- boosted competitiveness and improved market position (Przybylska-Kapuścińska & Mozalewski, 2011, pp. 53-54; Rosa, 2008; Sobańska-Helman & Sieradzan, 2004).

Note that numerous reports, such as “The Private Equity Market in Poland: Facts and Opinions” (KPMG, 2014) portray Poland as the region’s most important and attractive private equity market (including VC). This results from the pace of the country’s economic growth, the stability and the size of its economy as well as the size and liquidity of the share market (Groh et al., 2014). Poland has for years topped the annual ranking of Roland Berger “European Private Equity Outlook” in terms of the anticipated growth of the PE market, including VC.

It should also be mentioned that according to the European Venture Capital Association (EVCA), investment in the energy and raw materials sector amounted to 7% of all PE investments in Poland in 2007-2010, while the energy sector and the environment accounted for 4% in 2014, which shows there is still tremendous investment potential in these areas. This triggered the emergence of new public-private mechanisms involving equity funds such as the BRIDGE program of the National Centre for Research and Science aimed at supporting the effective marketing of scientific and R&D outputs. BRIdge Alfa targets ideas found to be at the seed phase at which the risk of investment failure is the highest but can be verified at a relatively low cost. Investors are provided with non-repayable support extended by NCfR&D for the development of new ideas having a vast commercialization potential.

One of the key links in the chain of SME financing is business angels which close the funding source gap between equity acquired from friends and family members and VC funds. According to studies by the European Commission, the total annual volume of investment carried out with the help of business angels amounts to an estimated EUR 10-20 billion (compared to the value of all private equity funds in Europe in 2002 and 2003 which amounted to EUR 27.6 and 29 billion respectively) (Mikołajczyk & Krawczyk, 2007).
In Poland, business angels are still in their infancy due in part to insufficient recognition and a poor understanding of the nature of their work (Brzozowska, 2008). There are opportunities to remedy this through projects that support private investor networks with the structural funds of the EU, e.g. within the framework of the aforesaid Operational Programme Smart Growth.

One should also take a note of suggestions to use unconventional eco-innovation financing such as crowdfunding (Chrzanowski & Dziedzic, 2014) and crowdsourcing (Woźniak, Dziedzic & Chrzanowski, 2014).

A summary of all eco-innovation financing mechanisms available in Poland is provided in Table 1.

<table>
<thead>
<tr>
<th>Type</th>
<th>Support mechanism</th>
</tr>
</thead>
<tbody>
<tr>
<td>EU funds available to EU member states</td>
<td>Horizon 2020, including InnoFin, FTI and COSME LIFE</td>
</tr>
<tr>
<td></td>
<td>INTERREG Europe 2014-2020</td>
</tr>
<tr>
<td></td>
<td>Central Europe 2020 Cooperation Programme</td>
</tr>
<tr>
<td>EU funds in Poland</td>
<td>Operational Programme Infrastructure and Environment (OPIE)</td>
</tr>
<tr>
<td></td>
<td>Operational Programme Smart Growth (OPSG)</td>
</tr>
<tr>
<td>Domestic funding</td>
<td>the GEKON –Environmental Concept Generator program</td>
</tr>
<tr>
<td></td>
<td>the EUREKA initiative</td>
</tr>
<tr>
<td></td>
<td>GreenEvo Green Technology Accelerator initiative</td>
</tr>
<tr>
<td>Funds provided by financial sector orgs</td>
<td>Loans such as BOŚ loans under the Energia na Plus program, the “Loan for technological innovation” program</td>
</tr>
<tr>
<td></td>
<td>Loans from the Environmental Protection Fund</td>
</tr>
<tr>
<td>Private equity funding</td>
<td>Venture capital</td>
</tr>
<tr>
<td></td>
<td>Public-private mechanisms involving equity funds such as BridgeVC</td>
</tr>
<tr>
<td></td>
<td>Business angels</td>
</tr>
<tr>
<td></td>
<td>Crowdfunding, crowdsourcing</td>
</tr>
</tbody>
</table>

9. Conclusions

An overview of scientific literature and key documents suggests the following conclusions:

- Research, development and deployment spending in the field of eco-innovation in Poland remains below the level that guarantees the related growth and effective utilization of the existing opportunities.
- The primary objective of the national policy on environment is to increase “research and development spending in the fields of environmental protection and the deployment of eco-innovation in industry as a precondition for the success of the policy on environment, as projects of this kind are currently greatly underinvested” (State

- The equity gap is one of the highest barriers to the development of Polish entrepreneurship and to the implementation of development projects, not only with respect to eco-innovation (Szulczewska-Remi, 2014). As a consequence, it is critical to adopt new intervention instruments.

- The plans to increase eco-innovation spending enshrined in Polish and European strategic documents for the coming years do provide financing options. Nevertheless, some authors believe that a more serious weakness of the public administration lies in its misunderstanding of the essence of eco-innovation. As a result, Poland has not been utilizing the full potential of EU financing to stimulate its eco-innovation (Szpor & Śniegocki, 2012, p.18).

- The key eco-innovation financing mechanisms are EU funds extended to the member states of the European Union as well as the EU funds distributed in Poland in the new financial perspective 2014-2020, domestic funding and funding provided by financial institutions.

- In addition to financial instruments in the form of donations and loans granted on preferential or market terms, other significant potential sources of eco-innovation financing are available in the form of private equity funding, particularly for financing the early stages of eco-innovative investment projects.

- The huge potential for developing eco-innovation in Poland, especially in the energy and environment fields, may turn out to be pivotal for boosting the competitiveness of the Polish economy. It may, therefore, become possible to “promote an economy that is more resource efficient, more competitive and more environmentally friendly” (Commission Communication Europe 2020, 2010).
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Abstract
This article analyses the influence of the compensation model on the managers’ actions, which is related to the increase in the value of companies in the long term. The aim, however, is to highlight the need to consider also behavioral paradigm by researchers and shareholders. The following paper presents both a prospect theory proposed by Daniel Kahneman and Amos Tversky and possible application of this approach to the analysis of the managerial pay, as well as a review of research into this field carried out in recent years.

Keywords: the structure of remuneration, behavioral finance, prospect theory, behavioral corporate finance, behavioral paradigm.

1. Introduction – anomalies in neoclassical finance paradigm

Before analyzing how the structure of remuneration affects the manager’s decisions regarding behavioral finance, it is necessary to explain fundamental premises of this paradigm, and indicate differences existing between this paradigm and neoclassical economics. Generally speaking, modern finance is based on two interrelated ideas: market efficiency and the concept of the rational man. Currently, this approach is a mainstream academic finance approach (Zielonka, 2003, p. 8), and is also the basis of finance models in the neoclassical paradigm (Gajdka, 2013, p. 20, as cited in Czekaj, Woś & Żarnowski, 2001; Buczek, 2005). Economists and financiers assume, according to the market efficiency premise, that the responses of investors to any incoming information are immediately reflected in stock prices (Zielonka, 2003, p. 6). While seeking to maximize utility, economic agents interpret this information thoroughly and behave in a rational way (Gajdka, 2013, p. 19; Zielonka, 2003, p. 6). Such a vision of human nature resulted, on the one hand, in the possibility of building economic models, but on the other hand – in the axiomatisation of human behaviour, which is contested more and more often (Giza, 2014, p. 46). The well-known *homo economicus*
model seems to be poor as far as the analysis of the dynamics of economic agents’ psycho-social characteristics is concerned and therefore does not provide accurate data (Dudziak, 2013, p. 25). In relation to the neoclassical theory, some fundamental questions are put forward. Firstly: Are the markets really effective? Secondly: Do economic agents actually behave in a rational way (Zielonka, 2003, p. 11; Szyszka, 2009, p. 6)? If a phenomenon does not meet the premises of traditional finance, they are considered as the so-called "anomalies" (Mielcarek, 2014, p. 28-29). T.S. Kuhn notes that "anomalies are revealed only when referred to paradigms. The tighter and more general paradigm is, the more sensitive indicator of anomalies it becomes" (Kuhn, 2001, p. 122-123). One of the examples is the subprime crisis (2008-2010) when the phenomena difficult to explain basing on the neoclassical paradigm were actually accumulated. In fact, it showed that the behavioral "weaknesses" are not only characteristic of economic agents, but also of those who were supposed to support market processes (credit rating agencies) and market regulators (central banks, financial supervision institutions, etc). (Cone, 2009 p. 6). In this context, it seems particularly important to determine the scope of what is called an anomaly on financial markets, and the real motivation of economic agents. Even if this reflection does not help to bring above-average returns, it will certainly facilitate to avoid losses (Pera, 2013, p. 411). It is worth noting that many results considered as anomalies on the basis of the efficient market premise disappear when a methodology different from the one producing the results is applied (Gajdka, 2013, p. 188). Paradoxically, therefore, the recent crisis had an impact on the development of economic sciences in the sense that it prompted the researchers to draw attention to the possibility of an interdisciplinary approach to the analysis of the market. Thus starting to research into such domains as behavioral finance, neuroeconomics, or psychological economics (Walczak, 2014, p. 58). This was partly because explaining these phenomena on the basis of mainstream research was nearly impossible (Zielonka, 2003, p. 15).

Due to the fact that behavioral finance is based on entirely different and sometimes opposing premises than the neoclassical finance, it, therefore, offers an alternative way of analyzing business processes. As it abandons the standard construct of homo economicus and accepts the imperfectness of the human mind, it describes the activities of both individual and professional economic agents with psycho-social flaws (Cone, 2009, p. 6). Numerous studies have proved that deviations from rationality can no longer be considered only as anomalies, but as a widespread phenomenon. Therefore, the essence of behavioral finance is an attempt to find the real mechanisms responsible for the economic agents’ motivation and decision-making. The behavioral paradigm can be seen as an attempt to build a theory that takes
into account psycho-social agents, which previously were considered as "anomalies" (Graczyk, 2002, p. 19).

2. The essence of behavioral finance

It must be noted that what is today called behavioral economics or behavioral finance has been developing since the very beginning of economics. The starting point for Adam Smith was actually the analysis of human nature and the search for answers to the question about what guides man in the economic life (Giza, 2014, p. 47). However, it was Herbert Simon that was the first person to question the concept openly of the rationality of human nature in the 1950s. He proposed the theory of bounded rationality, which was an alternative to the then binding Morgenstern and Neumann’s theory. However, the most intellectual conception of man and his activities regarding financial actions was proposed by Daniel Kahneman and Amos Tversky in their *Prospect Theory* (Kahneman & Tversky, 1979). This theory takes into account empirical data associated with the decision-making under uncertainty, thus indicating that human behavior is not consistent with the model of expected utility (Zielonka, 2003, p. 23).
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**Figure 1.** The gains and losses function. The prospect theory


---

2 In his view, the achievement of full rationality by a human is not possible due to the limited information processing, insufficient amount of time, lack of knowledge about all the alternative decision-making possibilities and inadequate computing concepts (Kotlurek, 2014, p. 106–108, as cited in Simon, 1955).
The prospect theory (Figure 1), which is the reflected upon in this paper, consists of two parts. In the beginning, Kahneman and Tversky proposed replacing the function of expected utility with the function of value. The former function focused on the category of wealth (Zielonka, 2003, p. 23), while the latter also included losses, which seems to be fundamental for the theory itself. In the presented theory, profit and loss are not mirror images. The curve for gains is convex and less steep than the concave curve for losses, which is commonly explained by the following saying: "losses loom larger than gains" (Kahneman & Tversky, 1979, p. 279), (see Table 1). This difference reflects people’s attitude to risk (Zielonka, 2003, p. 23). The prospect theory centers around loss aversion, and not around risk aversion, as it used to be considered widely (Martin, Gomez-Mejia & Wiseman, 2013, p. 453). Gains and losses are relative to a "neutral point of reference" which, according to the creators of the theory, corresponds mostly to the current state of human wealth. To understand the point of reference, it is crucial to take into account the fact that its location may be affected by the decision-making perspective (Kahneman & Tversky, 1979, p. 274). Kahneman and Tversky described this point as some kind of status quo, which precisely does not allow to define this element of the theory. It is absolutely crucial for the researchers on the structure of remuneration in the behavioral paradigm, as they try to answer the question of how managers define the point of reference, and, as a consequence, what they will regard as a loss and what as a gain. In the second part, the authors of the prospect theory focused on the problem of estimating the probability of events outcome and proposing subjective decision-making value function (Kraciuk, 2013, p. 373). Because, as the authors say, people have limited cognitive abilities under extreme circumstances, events of low probability are either ignored or overvalued (Kahneman & Tversky, 1979, p. 282-283), unlike events of high probability which usually remain undervalued (Kahneman & Tversky, 1992, p. 298). Therefore, human reactions form a matrix in which, depending on the context of a decision situation, either risk aversion or risk seeking is revealed.

Table 1. Risk attitude – prospect theory

<table>
<thead>
<tr>
<th></th>
<th>Gain</th>
<th>Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medium and high probability values</td>
<td>Risk aversion</td>
<td>Risk seeking</td>
</tr>
<tr>
<td>Very low probability values</td>
<td>Risk seeking</td>
<td>Risk aversion</td>
</tr>
</tbody>
</table>


By incorporating psychological agents into the economic model of a human, it became possible to prove that it has only a limited rationality,
and the axioms of neoclassical concept were refuted and replaced by a new concept – the emotional human (Dudziak, 2013, p. 26).

3. The structure of a manager’s salary in the behavioral paradigm

As standard economics is said to describe human behavior in an unrealistic manner, behavioral finance aims at finding alternative answers to the questions related to the functioning of the entities in the economic context (Solek, 2010, p. 24). This approach calls for a repeated reflection on three questions: who is the manager, what affects his motivation to work and how does his decision-making process look like?

The consequence of a shift in thinking about the capital market is a totally new way of reflection on the financial management of companies and corporate governance. The studies conducted in recent years have indicated that behavior is deviating from what is defined as a rational one, is a characteristic of not only ordinary economic agents but also of managers. The study carried out by Andriy Bodnaruk and Andrei Simonov in 2015 tried to answer the question whether finance experts make better investment decisions than non-experts. The subject of the analysis was the disposition effect, i.e. the mistake of too rapid selling off of shares whose prices are rising while keeping the shares whose prices are falling (Zielonka, 2005). Due to the fact that managers could have had greater knowledge (through professional relationships) about some investment funds than average economic agents. The researchers excluded them from managers’ portfolio, and tested only those funds with which managers were not connected to in any way; it turned out that statistically there is not a discernible difference between the behavior of the control group (non-experts) and experimental one (managers). The risk diversification analysis yielded similar results. Managers showed a level of portfolio concentration similar to the group of non-experts, and therefore the Sharpe ratio of these two groups did not differ significantly. The researchers were not able to prove that managers are less prone to behavioral errors than "non-experts" (Bodnaruk & Simonov, 2015). Hersh Shefrin lists 3 groups of psychological inclinations, which managers are particularly burdened with: (1) systematic deducing errors (excessive optimism, overconfidence, selective perception, confirmation and illusion of control), (2) heuristics (representativeness heuristic, affect heuristic, availability heuristic, and anchoring heuristic), (3) the effect of presentation (framing heuristic)³ (Gajdka, 2013, p. 36-37, as cited in Sherfin, 2007). Paying attention to these phenomena sheds new light on the issue of corporate governance, agency theory and constructing the optimal compensation model. In recent years, the issue of skillful planning

³ It should be noted that this division is not arbitrary in behavioural finance.
a compensation model has become more valued for two reasons. Firstly, it is a result of the abovementioned financial crisis. According to EU experts, inappropriate compensation model, which was used in many institutions, was one of the reasons for taking an excessive risk by the decision makers (Mikołajek-Gocejna & Podedworna-Tarnowska, 2013, p. 362). Secondly, the appropriate compensation model is thought to be a key motivational agent for managers who not only would, using the language of agency theory, make the interests of agents and principals coincide but would also contribute to gain a competitive advantage. Therefore, both Polish and pan-European institutions pay attention to the issue of managers’ pay. In 2009, the Commission Recommendation on remuneration policies in the financial services sector made companies implement the "reasonable remuneration policy", where bonuses are correlated with long-term objectives of the company (Klepczarek, 2014, p. 170). A year later, the European Parliament issued a Directive (2010), as a result of which the Polish Financial Supervision Authority introduced an obligation to pay a minimum of 50% of the variable remuneration in shares or other financial instruments, as well as the distribution of bonus payments (at least of 40%) in the period from 3 to 5 years (Polish Financial Supervision Authority [PFSA], 2011). One of the points of Stock Exchange Best Practices of 2016 (2016, VI.Z.2) reads as follows: “In order to link the remuneration of board members and executives with a company’s long-term business and financial objectives, the period between options or other instruments connected to a company’s shares granted under the incentive program and the possibility of their exercising should be at least 2 years” (Stock Exchange Best Practices, 2016, VI.Z.2). Similarly, the government’s proposed amendment to the so-called "Public Sector Salary Cap Act" stresses the need to optimise the compensation model, in which variable remuneration of the managers from state-owned companies should be established at a level from 50% to 100% of fixed remuneration (Ministry of Treasury Republic of Poland (MOT), 2016).

4. Managers’ compensation components and long-term actions

The compensation of managers can be divided into fixed and variable ones. Fixed compensation is the basis for payment, and stems from the very fact of being employed. The second type of compensation can depend on the internal indicators of the company (accounting ones) or external indicators.

---

4 The managers’ compensation model at Lehman Brothers was changed in 2007. On the one hand, contrary to the bank policy, managers’ remuneration was focused primarily on short-term goals. On the other hand, part of the remuneration such as “contingent shares” that would motivate managers to pursue long-term goals, was granted free of charge to managers (Klepczarek, 2014, p. 164). From the perspective of behavioural finance, this means that the bank did not try to put managers in the area of potential losses, which meant they did not have to demonstrate their loss aversion because every stock price higher than zero would be a gain.
(e.g. share prices). It is worth noting that the cited regulations concentrate on the payroll variables conditioned by external indicators. In this case, the manager may have to deal with two types of salaries, which differ in the level of liquidity, i.e., the possibility of converting the security for cash. If the compensation package includes shares, such a possibility is immediate, but in the case of stock options, it is deferred. From the point of view of a manager, compensation can be divided into two kinds of cash inflow: the certain and predictable, as well as uncertain and unpredictable ones. In the context of long-term action, such separation becomes particularly significant. Research and development projects, for example, have the following characteristics: high capital investment, long lead times, and agents’ skills that are difficult to identify (Kisielnicki, 2013, p. 20-25). Therefore, the implementation of these projects can lead to an increase in the value of the company in the long term and gain a competitive advantage, but it is also burdened with high risk. Firstly, the financing of such activities could endanger the liquidity of the company (Woźniak, 2012, p. 221). Secondly, they are associated with uncertainty as to the expertise necessary to complete the project. Thirdly, the implementation time has an impact on the instability of internal and external parameters of the project (Kisielnicki, 2013, p. 86-89). In such a situation, the only predictable inflow into managers’ private portfolio is their base pay. The studies conducted so far show that managers include in advance their not received, yet possible to count, base pay into their current wealth. Wiseman and Gomez-Mejia also show that the base pay is usually allocated by the manager for the expenses to maintain the current standard of living (e.g. current bills) (Wiseman & Gomez-Mejia, 1998, p. 140). However, it is not the case for the other remuneration components. It is assumed that variable remuneration as such should motivate managers to invest in the projects aimed at increasing the wealth of shareholders, due to the fact that they themselves will benefit from such actions (Sanders, 2003, p. 479). The additional deferred instrument of variable remuneration should be motivating manager to take action to increase the value of company shares in the long term (Woźniak, 2012, p. 213-214; Borkowska, 2012, p. 424). This is due to the fact that stock options are subject to a fixed (usually several years) redemption time, i.e. the exercise of options (Borkowska, 2012, p. 424). In connection with the subject of this article, the author considers the above as crucial.

Under the behavioral paradigm, the variable remuneration is regarded by managers as a "bonus". It is not possible, at least in theory, to predict shares price, so funds from cashing them are spent by managers on luxury goods like holidays, which are not necessary to maintain the standard of living (Wiseman & Gomez-Mejia, 1998, p. 140).
5. The impact of the variables related to a company on receiving incentives by managers in the long run

Adopting the manager’s perspective, while analyzing the optimal compensation model, indicates two phenomena. Firstly, it seems that the natural reference point for managers will be the calculable base pay, which they should receive during the term of the contract. Therefore, loss aversion, a characteristic of prospect theory, should manifest itself in managers for fear of losing the base pay by being made redundant or when a company goes bankrupt. Secondly, the implementation of long-term projects, which are by definition burdened with high risk, provokes a conflict between generating "a gentle income stream," and taking risky actions by managers (Wiseman & Gomez-Mejia, 1998, p. 139). Not only will the former solution not provide the company with a significant increase in value in the long term and managers with additional income, but also it will reduce the likelihood of losing the base pay. The latter solution, in turn, can increase a company’s value, and thus managers’ income, but also worsen a company’s liquidity or lead to the loss of managers’ permanent source of income. Under this approach, the assumption about the positive effects of variable remuneration determined by share prices on the willingness of managers to undertake projects to raise the value of the company should be regarded as invalid. Both the creators of the prospect theory and today’s researchers studying the remuneration according to the behavioral current pay attention primarily to the context of decision-making that affects the setting of the reference point of the manager’s portfolio. It should also be noted that a large role in receiving incentives is played by managers themselves. Therefore, in the context of the influence of remuneration on managers’ actions to increase the value of the company, the author of this paper proposes to review both the business operation variables (profitability, availability of financial resources, industry) and those linked to managers’ personality (disposition, seniority).

In 2003, Greve conducted a study to verify the applicability of the behavioral theory to R&D spending. The studies validated two hypotheses: (1) the relatively lower company’s performance to managers’ aspirations, the more intensive company’s R&D action; (2) the relatively higher company’s performance When the performance of the company to the aspiration level, the lower rate of starting R&D actions. In this case, the point below which the results will be considered a failure is called "the aspiration level" (Greve, 2003, p. 686, as cited in March & Simon, 1958). Also, defined as "the smallest satisfactory result in the decision maker’s opinion" (Schneider, 1992, p. 1053). The interpretation of the results is consistent with the predictions of the prospect theory. Poor performance increases tolerance for risk-taking because
managers consider profit below their level of aspiration as a loss. Therefore, to avoid it, they are willing to take risky actions (Kahneman & Tversky, 1979). However, the Wu and Tu researchers received quite different results when they included the variable of stock options as a form of remuneration in their study. The hypothesis, validated, later on, was as follows: compensation in the form of stock options will play a positive role in spending on research and development activities when business performance is high than when it is low (Wu & Tu, 2007).

Hence, the relationship between the deferred variable remuneration and the willingness to undertake long-term innovation projects by managers is moderated by business performance (see Figure 2), which affects the perception of managers and their decision-making process. When business performance is poor, managers may feel forced to seek immediate solutions to the situation. Therefore, they focus on short-term actions. In this context, the potential loss is significant, as managers may lose income already included in their standard of living if the trend remains negative. Numerous researchers (Wu & Tu, 2007; Martin et al., 2013) also indicate that even unsold shares carry a potential loss represented by their current price. Thus, the poor financial situation of the company is correlated with managers’ income in two ways: by the said possible loss of the base pay and by the decrease in the shares or options prices.

Therefore, only when the performance is at a high level and the company has accumulated available funds, can the manager focus on the potential benefits associated with an increase in the shares price in the long term. In such a situation, granting managers a large portfolio of stock options can bring the expected results (Wu & Tu, 2007). The situation is complicated, however, if we consider the company’s business activity. The increase in the value of the company, also in the long term, does not necessarily make managers motivated to start projects with a several-year deadline. In the technology business, works on innovative solutions that help to achieve competitive advantage can be regarded as permanent and critical ones for assessing the success of the manager. The study carried out by American researchers (Balkin, Markman & Gomez-Mejia; 2000) showed that technology companies prefer to reward their managers with shares than stock options, which means that they are put in the situation which relatively quickly may lead to a loss for them. If we refer to the Wu and Tu’s studies, it may mean that the manager should be motivated to short-term action because the value of both the base pay and shares is endangered.

---

5 Interestingly, the study did not show statistical significance for the relationship between the available funds of the company and undertaking research and development investment by managers (Wu & Tu, 2007).
6. The impact of the variables focused on managers on their reception of incentives in the long term

Unfortunately, research on the impact of the compensation model on managers’ decision-making despite taking into account external variables, i.e. in the corporate context, cannot be considered as complete, and the completion of the analysis at this level as satisfactory. Managers themselves are also crucial – their seniority and disposition, which is the most difficult to grasp by financiers.
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**Figure 2.** Moderating role of the company’s performance
*Source: Wu & Tu (2007, p. 488).*
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**Figure 3.** The manager tenure and his pay juxtaposed with R & D activities
*Source: Zona (2016, p. 571).*

In 2016, Zona conducted a research, which yielded two conclusions. Firstly, the stage of managers’ tenure significantly affects the impact of the remuneration on their taking risky actions (Figure 3). Secondly, the remuneration stimulates managers’ actions differently in the initial and the final stage of their tenure. Zona showed that if the managerial compensation
model was complemented by a relatively large number of stock options, the intensity of a company’s research and development investment will increase, but will decrease in the final stage of the phenomenon. However, while analyzing actions from the beginning of the tenure at the same options strike level, the reverse effect was observed.

Paradoxically, the greater intensity of research and development was at those companies whose managers were given a relatively small number of stock options at the beginning of their tenure. Similarly, a large share of stock options in the general remuneration of novice managers decreased the intensity of their research and development investments (Zona, 2016, p. 571). To explain this mechanism, it is necessary to refer to the problem of the reference point again and to how managers can define a loss at the beginning and, at the end of their tenure. According to the author’s research, managers can take the expectations of shareholders as the reference point at the beginning of the tenure. Therefore, if the remuneration is based on the external financial indicators, managers feel that it is expected from them to increase the company’s value as a result of their actions. However, due to the fact that they are at a potential loss at the beginning of the tenure because they have included the future remuneration in the current wealth (Wiseman & Gomez-Mejia, 1998, p. 140), it can be assumed that they will be more willing to choose a short-term risk. By doing so, they will demonstrate their ability to meet the shareholders’ expectations, thus averting the possibility of being dismissed. However, the later stage of the tenure is, the smaller potential losses are. Then, managers’ deferred pay can fulfil their function (Zona, 2016, pp. 562-563). Nevertheless, what must not be neglected is the fact that the exercising of stock options becomes more and more real in the final stage of the tenure, which undoubtedly can be considered as a major stimulator of managers’ behavior.

It is worth considering, though, whether the level of the individual compensation elements is objective. In 2014, Clemens Otto conducted a study on the influence of managers’ optimism on their compensation\(^6\). Using data on remuneration from American companies, he proved that the managers who are characterized by a higher level of optimism receive fewer stock options as part of their remuneration, lower bonuses and, consequently, lower overall remuneration than the managers without such a trait\(^7\). The optimistic CEO regards the positive performance of the company as more likely than in reality.

---

\(^6\) It should be noted that the researcher focuses on optimism and not on overconfidence. This means that the study involves managers’ belief in higher than real internal quality of their projects, and not overvaluing their forecasted results (Otto, 2014, p. 366).

\(^7\) Optimism was measured in two ways in this study. Firstly, the optimistic managers were thought to be those who kept the derivative shares to the very end, i.e. to the stock options maturity date. This meant they have positive beliefs about the development of the company. The second way was to compare the forecasted EPS indicators published by companies with their subsequent actual value. This is due to the assumption that the CEO affects the making of forecasts, and the public are often not given information that the CEO would firmly disagree (Otto, 2014, p. 369).
and therefore overestimates the value of compensation claims, which are related to the success of the company. Thus, he is willing to accept a smaller number of variable remuneration components, i.e. a smaller number of incentives. Then the author of this paper poses an open question as to what extent the psychological characteristics of the manager should be taken into consideration by business owners when hiring managers and structuring their compensation model.

4. Conclusions

The assumptions of the rationality of human nature and the efficiency of the market have become increasingly difficult to sustain recently. Dynamically developing behavioral finance allows for the analysis of this part of the phenomena and the behavior of economic agents, which previously were regarded only as anomalies. As a result, science opens itself to new sub-disciplines that shed a different light on the issues related to corporate governance or construction of the optimal managers’ compensation model.

The study above results highlights two important issues in the context of corporate financial management. Firstly, managers’ and other economic agents’ decisions may be burdened with behavioral errors, which indicates the need to take into account in non-financial factors in their thinking. Secondly, the impact of variable remuneration components on the motivation of managers to undertake projects desired by shareholders is not clear. It can be stated quite firmly that the introduction of variable components determined by external indicators into managers’ compensation, puts them in a situation of permanent conflict seen differently depending on such factors as the personality of the manager, tenure, the very decision-making situation and the company’s situation (performance or business activity). The author of this paper also considers that it would be wrong to reject the incentive value of the analyzed forms of remuneration. It should be noted, however, that it is limited.

In Poland, according to the author’s knowledge, there is no ongoing research in the behavioral paradigm on the impact of the compensation model for operations managers’ operations in order to increase the value of the company in the long term. The analyses we can rely on come from other business specifics. Therefore, there is doubt as to the value of the application. Moreover, Polish research in the area of behavioral corporate finance is still preliminary, and it does not allow for drawing definitive conclusions (Gajdka, 2014, p. 203). Due to the fact that the incorrectly constructed managers’ compensation model is given as one of the causes of the subprime crisis, and because as a result of which many Polish and European institutions create recommendations to which companies must or will have to adopt. It is
necessary to carry out analysis in the field, taking into account the nature and way of functioning of Polish enterprises and managers.
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FINANCING THE COMPANY WITH PRIVATE EQUITY/VENTURE CAPITAL FUNDs

Agnieszka Mazurek-Czarnecka

Abstract
The following paper is concerned with the sources of funding companies that finance on their own thanks to the involvement of some external shares from venture capital funds. The aim of the paper is to present private equity/venture capital funds in financing the company.

Keywords: financing the company, private equity, venture capital, venture capital funds.

1. Introduction
The main goal of every enterprise is to provide its owners with biggest profits possible. Such a goal can be achieved only when a proper strategy for the development of the company has been developed. This strategy should determine improvement of company’s selling potential and strengthen its position on the market. While carrying out the adopted strategy, the enterprise can use various sources of financing. In order to maintain and strengthen its position, the company constantly has implement more and more innovative projects. Their implementation requires high costs as well as taking the risk. Enterprises at early stages of development have the greatest difficulty in gaining capital. Lack of creditworthiness prevents them from getting a loan from the bank. Thus, micro- and small enterprises have to tackle with a financial gap which can be filled by private equity/venture capital funds, which in turn belong to company’s external capital.

I attempt in this article to present the subject of financing the company with private equity/venture capital funds, and my field of research is private equity/venture capital market in Poland in 2007-2014. The size and structure of capital invested by private equity/venture capital funds have been analyzed. The article depicts sources of financing the companies. The essence of private equity/venture capital financing has been explained, and the development of private equity/venture capital market in Poland has been analyzed. The desk research method has been used. It consists of gathering, analyzing, verifying
and consolidating data that come from various sources, such as the literature on this subject, academic magazines, the Internet, other scientific works and finally, statistical data compilations.

2. Sources of financing companies

Proper functioning and development of every undertaking depend on its financial resources as well as on its ability to obtain new ones from external sources. Discussions on this subject should probably begin with the division of financing according to balance sheet law, which classifies capital into one’s own and the outside one (Directive from 1994).

Companies can use either internal or external sources of financing. Availability and type of sources of financing that are used by the company depend on its size, the aim of financing, the stage of its development and finally, on risk connected with running it (Sokół, 2015, pp. 125-126). Potential financing capacity is big and has been presented in Figure 1.

Nevertheless, one should take into consideration the fact that not all sources of financing are equally available and within reach of every company. The choice of a source of financing depends e.g. on macroeconomic factors (inflation, tax system, the level of interest rates) as well as on microeconomic ones (costs of capital using, time needed to obtain profit, financial risk, company’s viability). All these factors have the influence on the decision which sources of financing to choose (Skowron-Mielczarek, 2015, p. 153).

Because of high risk, access to external sources of funding is limited, especially for the enterprises at early stages of development. The stage of company’s development has a direct influence on its potential and credibility in the eyes of prospective capital givers. When a company enters the next phase of development, its ability to obtain external capital grows. (Sokół, 2015, p. 127).

Sources of funding an enterprise can be divided according to how easily accessible they are (Lewicki, 2009, p. 4):

- **easily accessible:** own funds, credit guarantees, trade liabilities, budget allocations, EU funds, loans from family and friends,
- **harder to access:** loans and short-term bank credits, factoring, leasing, OTC issues,
- **difficult to access:** long-term bank credits, issue of bonds and shares, private equity/venture capital funds, franchising.
As the company develops, lack of capital becomes more and more noticeable and becomes the company’s top priority. According to the so-called **theory of financing sources hierarchy**, entrepreneurs firstly use retained earnings. Thus, they use their own capital in the first place and after that, they resort to external sources of funding, i.e. outside capital. External own sources are used as the last ones (Chojnacka, 2012, p. 66).

The funding of innovative enterprises is a capital-intensive process which requires the inclusion of external funding sources. The increase of company’s own capital with the use of external financing can be achieved...
through an increase in shares, another issue of shares or, finally, through the use of resources from venture capital market participants. To the last group belong private equity/venture capital funds (Krawczyk, 2012, p. 126).

Company’s own external funding depends on its organizational and legal form which is strictly defined by law. Operations of the company that contributes to the increase or decrease of capital value are also strictly defined. Company’s own capital can be increased thanks to their owner’s donations, share issue, business angels, private equity/venture capital funds (Kołosowska, 2013, p. 55).

Summing up, financing the company with private equity/venture capital funds belongs to company’s own external sources of funding that are hard to access. For small enterprises, the greatest burden of obtaining such financing is organizational-law form. I will develop this thought in paragraph 3.

3. The essence of private equity/venture capital financing

There are many definitions of private equity/venture capital funds in the literature. P. Gompers and J. Lerner define venture capital as a free resource of accumulated funds that enables supporting investments of companies characterized by the above-average potential for growth. Accumulated capital is managed by funds created especially for this purpose. (Gompers, 1999, p. 344). J. Ostrowski, in turn, defines this type of funds as an external source of company’s medium- and long-term capital source that at the same time has financial-advisory functions that are characterized by high financial risk (Ostaszewski, 2003, p. 180). The definition acknowledged in Europe is the one by European Private Equity and Venture Capital Association (EVCA), which describes venture capital as a subset of private equity. According to this definition, venture capital is a part of private equity which comprises capital investments supporting seed (commencement of activity), start-up (early stage of development) and early stage (enterprise’s expansion) (Annual Survey of Pan-European Private Equity & Venture Capital Activity 2005, p. 349).

The Polish Private Equity Association (PSIK) which is an institution composed of the biggest private equity funds that are on the Polish market, provides a similar definition of venture capital saying it is a form of private equity. According to PSIK, venture capital funds are invested in early stages of the firm’s development, and thanks to them new units can be opened or expanded. Subjects which offer solutions like these expect a return from invested money that is as high as the risk they have taken offering this type of solution (www.psik.org.pl). Moreover, the author of the article claims that venture capital funds are a subset of private equity funds. This is why the term
private equity/venture capital funds are used when venture capital funds are mentioned.

It is worth pointing out that the investor is not only the giver of the capital but also cooperates with the enterprise in 4 basic areas (Rębilas, 2014, p. 167):

- private equity/venture capital fund monitors the current progress of investments (also, it monitors financial results of an enterprise),
- he participates in the management of the company (he participates in making strategic decisions),
- he cooperates on an ongoing basis in the field of enterprise development (provides know-how, establishes business contacts, subsidizes extra activities);
- he motivates the management staff.

Polish firms still do not make use of private equity/venture capital funds too often. This form of financing is popular with well-developed markets. Private equity/venture capital belongs to medium- and long-term commitment which later becomes of ownership nature. These funds most often exist on the private market and enable to gain above the average returns in time set by the investor (Sobańska & Sieradzan, 2004, p. 13). Private equity/venture capital funds (and, more precisely, unquoted equities and shares) managed professionally invest collected capital in securities of ownership nature. Shares are resold when the value of an enterprise increases as it guarantees profits from the capital invested. (Misiołek, 2011, p. 366).

External possibilities to gain company’s own capital are not available for all enterprises, though. Companies of SME sector have limited access to such kind of funding. Limited- liability companies are in turn in an advantageous position when it comes to obtaining private equity/venture capital funds. Theoretically, it is possible to support civil- law partnerships with private equity/venture capital funds, yet, in practice it does not happen very often. It is because of the fact that a substantial number of SME companies are self-employment companies or partnerships. (Grzywacz, 2013, p. 24).

Private equity/venture capital funds function as (Kornsiewicz, 2004, p. 91-92; Górski, 2009, p. 271):

- independent enterprises which are not part of any holding company (enterprises like these manage one or a couple of funds),
- enterprises that manage resources from the public sector,
- enterprises that depend on insurance or pension companies,
- funds in the form of bank’s subsidiaries and lending institutions;
- industrial corporations (often their main aim is to revise modern technologies).

As mentioned before, in the private literature equity tends to be identified with venture capital. Though, no matter how many similarities there are between these two investments, one should acknowledge that there is a clear distinction
between them. While private equity funds invest their capital in enterprises at different stages of development, venture capital funds are a part of private equity capital. Venture capital funds donate their resources to investments at early stages of development and expansion stages (Gabryelczyk, 2009, p. 197). Entrepreneurs who use high-risk funds, (and to those belong private equity/venture capital funds), are supported not only by capital, but also they benefit from consulting as regards the following: law, administration, and marketing (Johan, Schweizer & Zhan, 2014, p. 145).

Financing the company with private equity/venture capital funds can be done, as already mentioned, at different stages of company’s development. The earlier the stage of company’s development is, the higher risk entailed. In terms of stages of development of the firm, one can include the following examples of private equity/venture capital financing: (Wrzesiński, 2006, pp. 132-139; Sobańska & Sieradzan, 2004, pp. 202-243):

**Early-stage-financing**
- **seed capital** *(seed stage financing)* – is the capital at an early stage of a firm’s development. Financial resources are intended to cover the cost of research and development process, and they finance activities until the assumptions of services and products are prepared. Resources at this stage are not substantial, but the chance of obtaining profit is big. The resources are usually invested for 7-12 years, and they mainly come from venture capital funds.
- **start-up capital** *(start-up-financing)* – concerns initial stage of investment and covers the expenses of the investing process- mainly those of preparation of production. Companies use this type of capital to implement the main stages of investments which require most financial resources. This type of funding concerns mostly newly-emerged enterprises and innovative ideas. Most often private equity/venture capital funds become engaged at this stage of company’s development. Resources of this type are usually invested for 5-10 years.
- **first-stage financing** – is the financing of an early stage of an enterprise, mainly of bringing the product and services to the market, so firms focus mostly on building a strong position on the market that would enable them to expand further. Private equity/venture capital is involved for 2-5 years. It is also worth mentioning that at this stage the company has much easier access to other sources of financing. The demand for private equity/venture capital decreases.
- **second-stage financing** – is the financing of the enterprise’s expansion on the market. The increase in production and sales on the local market, as well as activities aimed at gaining new selling places, are financed. Companies strive to increase their share on the
market and obtain leadership in the sales of goods and services. New sales networks are built, mergers and acquisitions take place. It is rare at this stage that a new private equity investor enters and most often the investor makes a decision to exit the investment. Nevertheless, if the decision to continue financing the expansion of the company is made, the capital is invested for 3-5 years.

- **the exit of the investor from financial commitment** – this is the last stage of collaboration between private equity/venture capital and the enterprise. Exit from the investment can happen at every stage of investing and depends on others on investment assumptions, the enterprise’s financial situation and the general situation on the market.

Also, it is worth pointing out that the divestment process depends mainly on the investment agreement. The investor can exit the investment in a few ways (Sobańska & Sieradzan, p. 122):

- purchase of shares by the owner,
- listing on the stock exchange,
- management buy out,
- sales of shares to chosen investors,
- liquidation of the undertaking.

Poor absorption of capital by SME sector, especially by the smallest companies, has become the most vital premise to use private equity/venture capital funds to finance the company’s investments. Small undertakings do not have enough credit history check that would enable them to obtain credit from the bank. Their market position is often weak, too. Their demand for capital is, in turn, disproportionate to the size of their business, especially at its early stages (Bojańczyk, 2006, p. 72).

The shareholding character of support that is offered by private equity/venture capital funds raises concern and anxiety in its potential beneficiaries. One-man undertakings, especially those of commercial or service nature, will not make use of this sort of financing because of its organizational and legal form.

### 4. Private equity/venture capital market in Poland

The analysis of experiences of well-developed countries allows to draw conclusions that this method of financing the undertaking contributes to the acceleration of economic growth. Companies that used private equity/venture capital funds have reached significantly better financial results than their rivals which used traditional forms of support (Mikołajczyk, 2014, p. 48). None of the latter supports the company in such a complex way. It is also worth noticing that enterprises which use private equity/venture capital funds are
much less prone to turbulences on the market. Additionally, they go bankrupt very rarely which was proved during the last crisis. (Thomas, 2010).

The EU, after it has seen the equity gap, has taken measures to encourage governments of its member countries to create and develop private equity/venture capital funds which support SME sector (Waniak-Michalak, 2015, p. 92). The EU policy that backs up financially private equity/venture capital funds has contributed to increased interest of entrepreneurs in this form of investment. According to data from Central and Eastern Europe Statistics, in 2013 in East and Central Europe venture capital funds obtained 48,3% subsidies from public funds. In 2014, in turn, they got 41,9% of their overall value (Central and Eastern Europe Statistics, 2015, p. 7).

In Poland, there were 39 private equity/venture capital fund managers in 2014 that are members of Polish Private Equity Association (PSIK). Both managers and funds used various legal forms of businesses, e.g. joint-stock company, limited liability company, limited joint-stock partnership and closed-end investment fund.

Private equity/venture capital investment market is relatively young in Poland (it began in 1990). It is also a small one, thus changes happening in a year do not reflect the activity of a fund in a long period of time because of the fact that those changes might be the result of single transactions.

A substantial fall in investments of private equity funds in domestic undertakings was noted in 2013. Their value decreased by 786 mln PLN in comparison to 2012. Also, in 2014 there was a drop in private equity funds’ investments, although it was not as rapid as in the previous year as it amounted to 66 mln PLN. Table 1 presents the value of investments financed with private equity/venture capital funds in Poland in 2007-2014 as well as the number of undertakings which obtained financial support from domestic private equity/venture capital funds.

According to data from Analysis of the National Bank of Poland (NBP) entitled – Rozwój systemu finansowania w Polsce w 2014 (The Development of Financing System in Poland in 2014), in 2011-2014 the value of financial resources obtained by the enterprises through the share issue on the markets organized via GPW- Główny Rynek GPW (Warsaw Stock Exchange) and NewConnect exceeded 25%. Domestic private equity funds that specialize in buy-outs gathered more than a half of collected resources. The remaining resources were gathered by the so-called venture capital balanced funds which invest in seed and start-up phases.
Table 1. Value of investments and financial resources obtained by private equity/venture capital funds in Poland in 2007-2014 (in mln PLN)

<table>
<thead>
<tr>
<th>Items</th>
<th>2007</th>
<th>2008</th>
<th>2009</th>
<th>2010</th>
<th>2011</th>
<th>2012</th>
<th>2013</th>
<th>2014</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value of domestic investments of private equity funds</td>
<td>2162</td>
<td>2549</td>
<td>2079</td>
<td>2015</td>
<td>2837</td>
<td>2262</td>
<td>1476</td>
<td>1410</td>
</tr>
<tr>
<td>– on domestic market</td>
<td>1742</td>
<td>1778</td>
<td>1154</td>
<td>1661</td>
<td>2584</td>
<td>1082</td>
<td>1276</td>
<td>955</td>
</tr>
<tr>
<td>– on foreign markets</td>
<td>420</td>
<td>771</td>
<td>925</td>
<td>354</td>
<td>253</td>
<td>460</td>
<td>200</td>
<td>455</td>
</tr>
<tr>
<td>Value of foreign investments of private equity funds in Poland</td>
<td>1082</td>
<td>448</td>
<td>1731</td>
<td>962</td>
<td>220</td>
<td>177</td>
<td>319</td>
<td>95</td>
</tr>
<tr>
<td>Value of financial resources obtained from domestic private equity funds</td>
<td>2158</td>
<td>2614</td>
<td>583</td>
<td>458</td>
<td>1823</td>
<td>2032</td>
<td>1097</td>
<td>45</td>
</tr>
<tr>
<td>Number of undertakings which obtained domestic private equity funds</td>
<td>50</td>
<td>67</td>
<td>29</td>
<td>52</td>
<td>63</td>
<td>72</td>
<td>94</td>
<td>76</td>
</tr>
<tr>
<td>Number of undertakings which obtained domestic venture capital funds</td>
<td>23</td>
<td>43</td>
<td>7</td>
<td>12</td>
<td>26</td>
<td>29</td>
<td>62</td>
<td>47</td>
</tr>
</tbody>
</table>


As it has been mentioned before, financing the investment at its early stages is characteristic for private equity/venture capital funds. Data in figure 2 confirm that in the period considered, over a half of enterprises which obtain venture capital support was at early stages of development and was financed by venture capital funds. In 2014, among 76 undertakings supported by private equity funds, 46 were financed by venture capital funds. Figure 2 depicts the structure of private equity/venture capital investments according to stages of an undertaking’s development. In 2013, companies which received venture capital financing amounted to 66% of all companies financed with private equity. The situation was similar in 2014- enterprises using venture capital funds reached 62% of all enterprises supported by private equity resources. In both years analyzed, when one takes into consideration the stage of the undertaking’s development, one has to notice that private equity/venture capital funds finance activities of enterprises being at the same stage of development.

As already mentioned, the market for private equity/venture capital investments in Poland is a small one and its changes within a year do not reflect on the tendencies in financing e.g. of its particular sectors. In years 2007-2014, analyzed in the article, one can observe some tendencies in 2013-2014, when there can be visible some minor similarities in the same sector. Investments in private equity/venture capital funds in Poland, according to sectors are presented in Figure 3.
Figure 2. The structure of private equity investments specifying venture capital in Poland in 2014 according to the stage of company’s development

Source: Own study based on Rynek private equity/venture capital w Polsce w 2014 roku.

Figure 3. Investments in private equity/venture capital funds in Poland according to sectors in 2013 and 2014 (%)

Source: Own study based on: Rynek private equity/venture capital w Polsce w 2014 roku.
On the basis of existing data, no sound assessment of tendencies in financing enterprises from particular sectors is possible. In the following years, the discrepancy between them is even bigger, and it is mostly the result of single transactions.

5. Conclusions

A company which strives for development and strengthening its position on the market has to possess an adequate number of funds. When it does not, it can use debt financing. SME encounter a number of obstacles that prevent them from obtaining capital. As a consequence, it is a vital barrier for a company to develop and expand on the market. An effective, though still unpopular way of solving problems with capital is the use of private equity/venture capital funds. Funds of this kind are of a shareholding character, and the use of them does not cause the decrease in company’s liquidity. It is worth noticing that companies which decide to use this kind of help do not only obtain capital, but also they get access to knowledge about new technologies, know-how, contacts databases, sales techniques, etc.

I have depicted in this paper private equity/venture capital market in Poland. Also, the value of domestic private equity/venture capital funds’ investments has been analyzed in terms of their number and structure as well as sectors that received financing. The conclusion of this research is that private equity/venture capital market in Poland is relatively small, and the changes in this market do not represent the activity of these funds, especially in a long run. Private equity/venture capital funds constitute an alternative source of financing the company. Yet, they are classified as company’s own, external sources of financing that are hard to access. The greatest obstacle to obtaining this kind of funding is its shareholding character, especially for sole traders. In 2014 only 76 enterprises received private equity funding which proves that this form of financing the company is still quite uncommon. However, it is worth pointing out that undertakings which use private equity/venture capital funds are less vulnerable to market turbulences, and the risk of their bankruptcy is very low. Further research of this subject will focus on financing the company’s activities, especially at early stages of its development. Also, I will make an attempt to determine factors that help companies that use venture capital funds at early stages stay longer on the market.
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EXTERNAL COSTS OF CRUISING FOR UNOCCUPIED PARKING SPACE

Krzysztof Drabek

Abstract
For several years, in connection with the development of city infrastructure, a gradual increase in the number of vehicles on the road is observed in Poland and the entire Europe. Governments need to solve the problems associated with the phenomenon of urban congestion and general overcrowding of city centers. Congestion can arise from many reasons. One of them is an irrelevant supply of parking space. The situation causes drivers to cruise for parking space, which generates a variety of costs. This article takes up the issue of identifying costs resulting from this phenomenon. The main aim of the article is to answer the question: what costs arise as a result of drivers cruising in search for parking space? The article attempts to develop a methodology for estimating these costs. Therefore, the results may be useful to local governments in making policy decisions concerning the public sector.

Keywords: congestion, external costs, parking, cruising.

1. Introduction

For several years, there has been a gradual increase in the number of vehicles on the road, both in Poland and throughout Europe. In 1970, the number of registered passenger cars in Poland was ca. 479,000. By 1992, their number increased to 2.5 million. Another twenty years brought another significant increase in the number of passenger cars to approx. 19 million in 2015 (PZPM, 2015). Poland reached the European average in 2012, where 1,000 population generated about 471 vehicles. The result equated the country with Great Britain, France, Belgium and Spain, outrunning Sweden, Holland, Denmark, Hungary and Czech Republic (Stańczyk & Pyrek, 2013). Such a large number of cars translates into an increase in the share of passenger vehicles in the movement of people; therefore, traffic conditions are worsening significantly, especially in urban areas. Szarata (2013, p. 107) cites the results of research conducted in 2013 in Krakow, which show that the share of travel by car amounted to 33.7% of all journeys. This share is often considered as the effect
of the economic and social development of urban areas and the inherent cost of the growth of cities.

The choice of a car as a means of transport is dictated by, among others, by the fact that it is more competitive than public transport. In this situation, governments have to deal with the problems of ensuring parking spaces in cities. Despite the measures used by local governments, such as increasing the frequency of tram and bus transportation, fare integration, improvement of the quality of the rolling stock and increasing the availability of public transport, travelers are still more willing to choose the car. A study conducted in six major Polish cities shows that 70% of people who commute to the city center by car declared that they were able to reach their destination without transfers using public transport. The average time to reach the center took, on average, five minutes longer than by car. In the same study, 31% of people who preferred public transport indicated shorter travel time as the reason. However, 61% reported that their choice was dictated by the fact that they did not have to look for a place to park (Kostecka, 2015). As one can see, the problem of the deficit of parking spaces in urban centers influences decisions about the choice of means of transport. Due to the fact that the demand for parking space exceeds the supply, there is a phenomenon of cruising in drivers trying to find space to park. Cruising creates a queue of vehicles that look for parking space and waiting for it to appear. It is difficult to estimate how many drivers wish to park because they are mixed up with other drivers who want to go further. For this reason, the problem is not visible, and the phenomenon is not taken into account as a source of congestion and thus of related costs. Drivers looking for parking space tend to move at low speeds. As a result, congestion, accidents and collisions, air pollution, noise and other costs associated with these effects arise. Another significant problem is that, so far, there have been no serious attempts to calculate these costs. These problems, the solution of which is usually expected from the public sector, are increasingly becoming the subject of research and analysis in the field of public economics. Especially much attention is paid to the issue of external costs arising from the increasingly expanding economic activity and its impact on the environment. As pointed out by Nobel laureate Stiglitz, issues, which economics of the public sector deals with, are among the most impressive in the whole economy (Stiglitz, 2013).

This article takes on the issue of cruising and the related phenomenon of external costs. Its purpose is to identify the external costs arising from cruising resulting from drivers searching for parking space and creating a model that would allow us to calculate these costs. The main objective is to say that it is possible to create a model that would allow the calculation of the external costs.
arising from the phenomenon of cruising during the search for parking space. In the first place, to achieve this objective, the literature was reviewed and existing research on cruising analyzed. The rest of this article selects the most significant external costs associated with cruising and proposes a rough model which can be used for the calculation of the external costs of the examined phenomenon. It concludes with a summary, presentation of conclusions and an indication of further research.

2. External costs in economic theory

The concept of external costs is derived from the considerations by Marshall who, in his 1890 work "Principles of Economics", used the following terms: "internal economies" and "external economies". The first one concerns the issue of what is going on inside the enterprise, while the second is related to the benefits that result from the impact of the external environment (see e.g., Kachniewska, 2013; Łuczka & Przepióra, 2012). Marshall was referring his concepts to the notion of external benefits in relation to an enterprise and the internal benefits in relation to the sector in which it operates. He referred to the situation in which the presence of many companies with a similar profile in a region generates benefits for the individual companies in the form of economies of scale effect resulting, e.g., from specialization, a transportation network or the availability of skilled workforce in the area. The concept of externalities in the proper understanding of modern neoclassical economics was introduced only later by Pigou in his welfare economics. Pigou, in his work *The Economies of Welfare* (Pigou, 1932) distinguished the concept of private and social benefits and the cost of personal and social development, on top of recognizing the discrepancy between the social marginal product and marginal social product. These disparities appear when all costs and benefits of a market entity’s activities are not borne by it and not taken into account in the decision-making processes (Huderek-Głapska, 2014). Table 1 shows the popular definitions of externalities.

Given the above definitions, it can be stated that the negative external effect is the same as an external cost. This reasoning is also adopted by Famielec (1999, p. 33) who wrote that “external costs are harmful external effects, implying production costs and consumption incurred by people not participating directly in the production, consumption or replacement of the goods”. Further in the article, externality will be understood as a component of external costs and benefits.
<table>
<thead>
<tr>
<th>Author/source and date of publication</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Black, Hashmizade &amp; Myles (2009)</td>
<td>Externalities – cost or benefit arising from activities that do not directly affect the person or organization engaged in this activity.</td>
</tr>
<tr>
<td>Blaug (1996)</td>
<td>The benefits, i.e., positive externalities (external economies), or losses, i.e., negative externalities (external diseconomies) always occur when the production function of an enterprise includes variables that are not expenditures in the physical sense, but rather result from activities of other enterprises.</td>
</tr>
<tr>
<td>Baumol &amp; Oate (1997)</td>
<td>External effect is present if the utility or production dependencies of a certain entity, such as A, are a function of real (non-cash) variables whose values are determined by other entities (individuals, businesses, governments) without particular regard for the welfare of the entity A.</td>
</tr>
<tr>
<td>Kamerschen, McKenzie &amp; Nardinelli (1991)</td>
<td>Externalities are positive or negative effects which may be caused by an exchange/transaction with people who are not directly involved in the production, consumption or exchange of goods. They are, therefore, impacts on third parties arising from the scarcity of the market.</td>
</tr>
<tr>
<td>Samuelson &amp; Nordhaus (1995)</td>
<td>Externalities (or leakage effects) occur when businesses or individuals impose some other expenses or certain benefits on others, while the “others” do not receive proper payment, or incur the respective costs.</td>
</tr>
<tr>
<td>Samuelson &amp; Nordhaus (1996)</td>
<td>An externality occurs when the conduct of one unit affects the welfare of others, and this is not reflected in monetary transactions on the market.</td>
</tr>
<tr>
<td>Stiglitz (2013)</td>
<td>Externalities are divided into positive and negative externalities. Negative externalities arise when the actions of one person give rise to costs the incurred by others. In contrast, positive externalities occur when the actions of one person confer benefits to others.</td>
</tr>
<tr>
<td>Begg, Fischer &amp; Dornbusch (2000)</td>
<td>Externalities arise when the decision a unit of production or consumption has a direct impact on the production or consumption of others in another way than through market prices</td>
</tr>
<tr>
<td>Famielec (1999)</td>
<td>An externality occurs when a manufacturer or a consumer directly experiences the effects of production or consumption carried out by another entity.</td>
</tr>
</tbody>
</table>

Sources: Based on Stiglitz (2013, p. 9), Trela (2012) and Famielec (1999, p. 23).
This article raises the problem of cruising for parking space for vehicles and thus is closely related to the transportation sector. Huderek-Głapska (2014), however, draws our attention to the difficulty in defining and classifying externalities in this sector. The literature lacks consistency and a clear approach to the characteristics of externalities generated by the transport sector. These approaches depend on a variety of criteria that guide the authors, among other things: the subject of research, time range and level of spatial analysis, as well as the type of impact. Simply put, external effects of transportation can be divided into those associated with the provision (construction and maintenance) of infrastructure and those associated with the use of this infrastructure. The division of the effects of transportation infrastructure for the consequences arising from its supply and those resulting from the use of infrastructure facilities is a basic classification. At the same time, these effects are interrelated and in practice, it is difficult to distinguish which changes in the economy are the result of supply and which are the result of the use of infrastructure (Huderek-Głapska, 2014, p. 91). For the point of view of the above distinction, this article deals with the distribution of costs arising from the use of infrastructure.

In the literature, you can meet with a number of classifications of externalities in transportation (Table 2).

**Table 2. Classification of the effects of transport**

<table>
<thead>
<tr>
<th>Author</th>
<th>Classification of the effects of transport</th>
</tr>
</thead>
<tbody>
<tr>
<td>Author</td>
<td>Classification of the effects of transport</td>
</tr>
<tr>
<td>-----------------------</td>
<td>-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
</tbody>
</table>
|                       | Effects related to the use of transport infrastructure:  – external costs including congestion, cost of providing infrastructure, environmental costs, accident costs  
|                       | Effects of transport networks:  – creating new services  – intermodal shift in demand  – improvement of the reliability of transport  – better quality of the transportation services  
|                       | Socio-economic effects:  – changes in the availability  – changes in employment in the region  – changes in the efficiency of production  – changes in social integration  – changes in the value of real estate  – environmental effects |
|                       |  – direct benefits for users (shorter travel time, reduced operating costs of the means of transport, improving traffic safety)  
|                       |  – direct network effects (induced mobility, intermodal shifts, changes in the quality of transport services);  
|                       | Socio-economic effects:  
|                       |  – changes in the region’s availability of transportation  
|                       |  – changes in the productivity of the means of production  
|                       |  – short-and long-term changes in the size of income and employment  
|                       |  – redistribution of employment and income between regions  
|                       |  – intra- and inter-regional migrations of the means of production  
|                       |  – changes in the value of real estate  
|                       | Environmental effects:  
|                       |  – climate change  
|                       |  – air, soil, surface water and groundwater pollution  
|                       |  – noise and vibrations  
|                       |  – consumption of natural resources  
|                       |  – reduced biodiversity of natural species  
|                       |  – impact on national heritage  
| Grzelakowski (2005)   |  – spatial, shaping the system infrastructure vs. the city and the closest region  
|                       |  – social, determined by the mechanism of functioning of the labor market  
|                       |  – environmental, as the impact of infrastructure on the environment |

**Sources:** Based on Huderek-Głapska (2014).

Given the above classification (Table 2) and the scope of this article, it is assumed that the external costs of transport can be divided into:
- the cost of congestion,
- the costs of environmental pollution,
- costs of accidents and collisions,
- costs of noise.

This division is appropriate for further considerations presented in this article.
Cruising for parking is characterized by the fact that the drivers move at low speeds to approx. 15km/h (Shoup, 2007), or stop in the street to wait for the release of parking space. Cruising for parking causes a kind of a moving queue of drivers who are waiting. Cruising causes the formation of blockages and raises many negative effects. In slow traffic or traffic jams resulting from cruising for parking, people who do not want to park, just cross through the area are also involuntarily involved. Some studies might have both a theoretical and empirical character that discuss the issue of cruising for parking. One can include study such authors as Shoup (2006, 2007), Commenter, Wentink and Rietveld (2012), Arnott, Inci and Rowse (2015) or Geroliminis (2015). More detailed studies on solutions to help prevent cruising for parking are presented, among others, by Gallo D’Acierno and Montella (2011) and Arnott (2014). However, it is difficult to find studies showing how high the costs of generating the phenomenon of cruising for parking are. In previous studies, the problem of external costs generated by cruising for parking is merely identified and reported. However, no studies examining the external costs of this phenomenon have been published. Most public studies on cruising for parking come from the United States. For example, Shoup (2007) writes that in a study conducted in 2006, interviews with drivers standing at the traffic lights in a Manhattan neighborhood, 28% of them cruised in the search for parking space. Similar studies carried out in Brooklyn showed that 45% of drivers cruised in search of a place to park. The situation was similar in many other streets of New York. Shoup (2004) indicates that cruising for parking is due to the inadequate parking policy of cities. When the city has very low parking fees, or sometimes even parking in the street is free, cruising, from an individual point of view of the driver, is rational. As a result, however, the effects of individual rational decisions cause externalities such as congestion, traffic jams, fuel consumption, accidents and air pollution. This study indicates that drivers do not necessarily insist on free parking spaces. They are willing to pay for a convenient place to park, and the most important role here is played by the price and availability and location of parking space – near to their destination (Stienstra, 2007). On the other hand, Geroliminis (2015) believes that existing research shows that cruising for parking is the source of congestion. According to studies, during peak hours around Harvard Square in Massachusetts, 30% of vehicles were searching for a parking space, and the average time to find a spot was 12 minutes. Research carried out in Germany, and the UK showed that the average ratio of time getting to the destination to the time spent on searching for parking space was 2 to 1.
As indicated by Shoup (2006) in the period from 1927 to 2001, studies on cruising for parking in crowded cities have shown that cruising in order to find free space on the curb is from 3.5 to 14 minutes and that from 8% to 74% traffic jams are caused by cruising for parking. The parking maneuver is often difficult to do and takes a relatively long time, so not only cruising for parking creates congestion, but also the very function of parking, too. In France, the time needed to find a place to park, especially in the afternoon and evening, was up to 10% of the total driving time. Studies in Copenhagen show that in the evening (20:00 to 24:00) approx. 15% of the local drivers lost more than 15 minutes to find a spot to park their vehicle (Igliński, 2009, p. 115). Research as mentioned above shows that cruising for parking is a phenomenon that causes external costs. Publications are exploring the general issue of congestion, which describe external costs of its occurrence, they refer to the entire transportation sector. There is a lack of studies investigating the external costs of the particular phenomenon of cruising for parking.

4. External costs generated by cruising for parking in the search for parking spaces

Cruising usually happens in the intensively used areas such as city centers and around tourist attractions. The costs generated by cruising for parking thus relate to places where there are large concentrations of people, therefore, they are particularly harmful. Cruising for parking has a negative impact on other road users and residents of the area, generating costs comparable to the costs of congestion (Ommerman, Wentink & Rietveld, 2012). The authors Shoup (2006) and Pierce and Shoup (2013a; 2013b) in their publications indicate that while curb parking is cheaper than in parking lots, there are problems such as congestion, collisions, wasting fuel, air pollution and negative impact on the infrastructure of pedestrian paths. In his other publication, Shoup (2007) also indicates that the search for parking spaces on the curb also generates time costs. Given the division quoted by Huderek-Głąską (2014) of the external costs of transport, it can be stated that the cost of cruising also fits in this division. Therefore, external costs arising from the cruising for parking can include congestion costs, costs of accidents and collisions, the cost of air pollution, and noise costs.

4.1. The cost of congestion

In the literature, one can find publications about congestion in cities and their external costs. These studies generally relate to congestion regardless of the reasons that caused it. Congestion can be caused both by cruising for parking
by vehicles as well as by bottlenecks (OECD, 1999), due to insufficient capacity of the individual sections of roads, road works, incidents, accidents and collisions, events, weather conditions, social actions or demonstrations. A popular definition of congestion, quoted in the literature, is suggested by Goodwin and Dargay (1999): "Congestion is mutual blocking of the movement of vehicles, due to the existing relationship between the objective speed of a moving vehicles and the volume of flow under conditions in which the capacity of the transport system is approaching exhaustion." The effects of congestion include lower speed and longer travel time.

The most significant expenses resulting from congestion include the loss of time by road users who participate in the congestion (Gołębiowski, Jacyna-Gołda, Kłodawski, Lewczuk & Żak, 2014; European Commission (EC), 2007; Maibach et al., 2008). Further in this article, the cost of congestion is understood as the cost of time lost as a result of participation in congestion.

4.2. The costs of air pollution

As a result of fuel combustion in engines of various means of transport, a number of harmful compounds it produced that enter first into the atmosphere causing its pollution and also affect the hydrosphere and lithosphere. These compounds include sulfur dioxide, nitrogen oxides, methane and other non-methane volatile organic compounds, carbon monoxide and carbon dioxide, nitrous oxide and heavy metals, particularly lead and aluminum as well as carbon black (Igliński, 2009).

4.3. The costs of accidents and collisions

Everywhere where there is traffic, we have to deal also with traffic accidents and collisions. An accident is an event where people are wounded (more than 7 days in hospital), or killed. A collision is a traffic incident, which involves only material damage or where an injured person or persons are hospitalized less than seven days. The occurrence of road accidents and collisions causes significant social costs. As a result of accidents, following cost groups occur (in order of their creation) (Igliński, 2009, p. 94): material losses resulting from damage to the vehicle and the immediate surroundings of the accident site; costs associated with calling the police, ambulance, fire brigade or roadside assistance; medical care or burial costs, and insurance costs. This can follow up with legal services; compensation for pain and suffering and moral prejudice of people involved in the accident and their loved ones. Also, a loss in the production of goods and services resulting from injuries or death of persons involved in an accident. Finally, lowering the "social values" resulting
from death; the related potential contribution of individuals to the general welfare.

The effects of road traffic collisions are not as serious as accidents, but their occurrence is much more frequent. Accidents and collisions take place also during the parking attempts and cruising for parking. Although collisions during parking are typical, accidents occur much less frequently (Iron, 2007). It is worth noting that the risk that the driver, who is cruising for parking will result in an accident is low. The chance of an accident is much greater when irritated or hurrying drivers who are following the cruiser try to rapidly overtake their vehicle or do other dangerous maneuvers, thereby exposing other road users (particularly pedestrians).

4.4. Costs of noise

Noise in transportation causes a number of diseases which can result in the loss of health or even life. Noise can cause, among others, trouble sleeping, headaches, fatigue caused by limited possibilities of recreation in one’s free time (Igliński, 2009, p. 90). In addition, noise causes annoyance, disturbance of cognitive function (learning and understanding), cardiovascular disease as well as adverse effects associated with mental health (Trela, 2012).

Methods for calculating the costs incurred as a result of the above phenomena are described in detail, among others, in reports prepared for the European Commission (Maibach et al., 2008; Korzhenevych et al., 2014).

5. Methodology of studying cruising for parking externalities

In response to the problem of the lack of research on external costs generated by cruising for parking, it was decided to build a model that would allow the estimation of such costs. To build the model, one needs to make several assumptions:

1) External costs arise from cruising for parking from the moment when the first vehicle begins to look for parking space and decelerates to this end. At this point begins the time in which they begin to form external costs. The longer the time, the higher the level of costs we face.

2) When the first vehicle starts cruising and does not interfere with other vehicles in traffic, as no one is behind it, it still entails the costs of incidents and accidents, air pollution and noise.

3) Congestion and the costs associated with it start to emerge when the vehicle that is cruising makes it difficult to move for at least one other vehicle, which is not necessarily looking for a parking space.
4) In a situation when one or more cars are moving behind the vehicle which is cruising are treated in the same as the users who are driving in order to reach a different destination than the vehicle doing the rounds to find a spot to park.

5) Where the phenomenon of cruising for parking involves two vehicles (e.g., one vehicle cruising and another participant who is not searching for parking space), you can already use the proposed model.

6) It is assumed that the known individual unit costs of all types of costs in the model vehicle, which ultimately participates in the cruising for parking congestion.

This methodology is the simplest form of the model treating each vehicle in the same way (fuel consumption, pollution, the number of passengers). The model assumes that the external costs of circulation depend primarily on the amount of vehicles that are involved in congestion. This model can be refined at the research stage. With the appropriate tools and methods of measurement one can, for example, include categorization of cars, which affect, in different ways, the environment and fuel consumption (motorcycles, cars, trucks, buses, etc.) In the constructed model, the external costs of cruising for parking are treated as an indicator showing that the cost in monetary terms was generated in a given unit of time. In the proposed model, the external cost of cruising is expressed in zł/h. Thus, the individual costs in the model must also be expressed in the same units of measurement. The general form of the model shown in the following Formula 1.

\[
ECOC(\text{zł/h}) = \sum_{i=1}^{n+1} P_i + \sum_{i=1}^{n+1} A_i + \sum_{i=1}^{n+1} N_i + \sum_{i=1}^{n} C_i
\]  

(1)

Where:
ECOC – External cost of cruising (zł/h)
n – the number of cars participating in the congestion (followers of the cruising vehicle)
P – cost of air pollution produced by the vehicle
A – average cost of accidents and collisions caused by the vehicle
N – cost of noise generated by the vehicle
C – cost of congestion caused by the vehicle

In order to use the model to calculate the external cost of cruising for parking, it is proposed that in the chosen areas (e.g., a city section) and period (e.g., a week) one should investigate how many cars cruised for parking, how much time it took and how many cars were involved in congestion caused
by cruising. After collecting the above data, the model will calculate what externalities in the selected area were generated by the phenomenon of cruising for parking. As a result, local governments will have a picture of the costs arising from the phenomenon and will be able to apply a specific policy to limit it. It follows that the applied model can be used for the calculation of externalities of cruising by cars in search of parking space, which confirms the hypothesis presented in this article. The biggest hurdle in the application of this model is the problem of quantitative measurement of cruising drivers and other participants of congestion. Only a method of empirical examination of the actual number of the drivers involved in the phenomenon will allow the use of the model and thus enable us to calculate the external costs.

6. Conclusions

The phenomenon of cruising is known to every driver. Few, however, realize that what external costs it generates. So far, no serious studies of the external costs generated by cruising for parking have been conducted, despite the fact that this phenomenon has been described by many authors. The basis for the calculation of the external costs of cruising for parking is to build a suitable model that would serve as a base for research. The answer to the problem of the lack of serious studies in the calculation of the external costs of cruising for parking is the model proposal presented in this article. The model is shown in its simplest form and can be adapted to specific research based on the studied area and the specificity of vehicles or infrastructure. In order for the model to be applied in practice, one should first estimate the single costs (generated by one vehicle) for the different types of costs in the model. This issue, however, is wide enough to make a topic for a separate article. The phenomenon of the cruising for parking in Poland is a subject that is described sporadically, and there are no studies in the literature in this field. The few studies have been published abroad, in particular in the United States. They examine the problem of cruising for parking space in cities with different characteristics than the Polish cities. Therefore, there is a need for a broad study of the phenomenon as manifested in Polish cities and the of the costs associated with its occurrence. There is also no methodology for measuring the numbers of drivers who cruise in search of parking space and the participants of congestion caused by cruising. Only after the development of such methodology will we be able to calculate the exact scale of the phenomenon and apply the presented model in order to calculate the external costs cruising for parking causes. The results of such studies may become rather valuable for local authorities in making decisions in the area of the public sector policy and particularly – transport policy.
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IV. BUSINESS AND NON-PROFIT ORGANIZATIONS – GLOBAL AND REGIONAL ASPECTS

Justyna Sokołowska-Woźniak and Dariusz Woźniak

Abstract
The Intraregional policy comprises actions taken by the regional self-government authorities and their agencies which influence the processes of socio-economic development taking place in the region. Due to the volume of funds involved, the Regional Operational Programmes (ROPs) can be regarded as the most important instrument of intraregional policy in Poland (in the programming period 2007-2013 voivodeships received 16.6 billion of Euro and in the current programming period 2014-2020 the planned allocation amounts to 31 billion Euro). The primary objective of this study is to characterize and compare the distribution of Polish voivodeships’ operational programmess funds in 2007-2013 and 2014-2020 programming periods for different categories of intervention to find out if any patterns of allocation exist. The results of this study will be used in further authors’ investigations concerning the degree of adequacy of voivodeships’ funds allocation to the needs and potentials of the region (smart specialization policy approach).

Keywords: intraregional policy, allocation, EU funds, regional operational programmes, cohesion policy.

1. Introduction

In 2007–2013 and 2014–2020 European Union (EU) programming periods, Poland received the biggest allocation of the EU structural funds among the 28 Member States. In the 2007–2013 EU framework of regional policy (structural, cohesion) alone, 67 billion Euros of support for the Polish economy was granted and in 2014–2020 the allocation for Poland amounts to 82.5 billion Euros. EU funds can be then perceived as one of the main tools of economic policy implementation in Poland. A significant part of this support is allocated...
under regional operational programs which are designed and managed by the local authorities. In the programming period, 2007-2013 Polish voivodeships allocated 16.6 billion of Euro under ROPs. In addition, local authorities had also impact on the allocation of the regional component of the operational program Human Capital (about 7 billion Euro). In the current programming period, the sum of funds is even larger in nominal and relative terms, respectively: 31 billion of Euro and 41% of EU cohesion funds in Poland. This significant amount of allocation seems to be the most important instrument of intraregional policy implementation, where intraregional policy is understood as the policy conducted by the regional self-government authorities which influence the processes of socio-economic development in the region.

The main objective of this study is to characterize and compare the allocation of Polish voivodeships’ operational programs funds in 2007-2013 and 2014-2020 programming periods for different categories of intervention to find out if any patterns of allocation exist. To achieve such an objective the following methods will be used:

- review of official documents related to EU and Polish policy to recognize their influence on the planning of funds allocation,
- analysis of planned funds allocation under 16 Regional Operational Programmes by categories of intervention in 2007-2013 and 2014-2020 EU programming periods,
- the statistical method of computing relative variability, precisely the coefficient of variation ratio (CV) to compare the degree of variation of the voivodeships’ planned allocation of funds for specific intervention fields,
- the hierarchical cluster analysis using Euclidean distance and Ward technic of agglomeration to find the groups of similar voivodeships in terms of funds allocation.

2. The framework of Regional Operational Programmes

In 2007-2013 programming period National Strategic Reference Framework (NSRF) was one of the most important documents in which the strategic priorities of the country and the implementation of cohesion policy was identified (Ministry of Regional Development, 2006). The basis for the preparation of this document were set up in Community Strategic Guidelines (CEC, 2005), which was followed by the Council Regulation No. 1083/2006 of 11 July 2006. The sum of EUR 67 billion was envisaged in the NSRF from the European Regional Development Fund (ERDF) (52%), European Social Fund (ESF) (15%) and the Cohesion Fund (CF) (33%) to support the

---

3 The division into interregional and intraregional policy is widely used in the literature, see e.g.: Gilowska et al. (1998), Gorzelak (2007) and Churski (2008).
realisation of the objectives of cohesion policy (Convergence and European Territorial Cooperation) in Poland. Figure 1 demonstrates the breakdown of the NSRF into specific operational programs (OP). The biggest portion of funds was planned to be allocated to the Infrastructure and Environment OP (42%). 25% of funds was dedicated to support the realization of 16 regional operational programs. The support provided for the human capital investments accounted for 15% of funds (regional component constitutes 60% of that sum) and for innovation – 13%. As in the case of all countries, a significant portion of NSRF funds (64%) were concentrated on the realization of the Lisbon Strategy for jobs and growth’s goals.

Figure 1. The breakdown of cohesion policy funds 2007-2013 (National Strategic Reference Framework)

Partnership Agreement (PA) is the most important document, prepared by the Polish government, which in the current programming period defines the strategy of European funds interventions in Poland, within the framework of three EU policies and 5 structural and investment funds (ESIF): the Cohesion Policy [the European Regional Development Fund (ERDF), the Cohesion Fund (CF), the European Social Fund (ESF)], the Common Agricultural

---

4 It was a consequence of the EU Council decision taken in December 2005 that part of the cohesion policy funds should be allocated for investments related to the objectives of the renewed Lisbon Strategy (specifically: 60% for less-developed regions and 75% for the other regions) (1083/2006, p. 25). More on this issue in: Sokołowska-Woźniak and Woźniak (2008) and Sokołowska-Woźniak (2013).
Policy (CAP) [the European Agricultural Fund for Rural Development (EAFRD)] and Common Fisheries Policy (CFP) [the European Maritime and Fisheries Fund (EMFF)] (The Ministry of Infrastructure and Development, 2014). Polish’s Partnership Agreement is influenced by a number of policy documents at European and National level. At European level, the main strategic document is the EU’s 10 year growth strategy “Europe 2020 strategy for smart, sustainable and inclusive growth” (CEC, 2010), together with the Cohesion Policy Legislative Package 5, the Common Strategic Framework (CSF) and Country Specific Recommendations (CSR), Position Paper for Poland (European Commission, 2012). At National level, the most important document is National Development Strategy 2020 – Active Society, Competitive Economy, Efficient State (NDS 2020) adopted by the Council of Ministers on 25 September 2012, and operationalized in the integrated strategies. The aims set up in PA are identical with the aims of NDS 2020, which on the other hand remain synergic with the Europe 2020 strategy. To conclude, the expenditure in the new programming period should be directed to the achievement of Europe 2020 Strategy objectives, so they should be focused on stimulating smart sustainable and inclusive growth. To improve coordination and efficiency of the allocation of EU’s five structural and investment funds, Regulation of the European Parliament and the Council (EU) No. 1303/2013 of 17 December 2013 was prepared. Article 9 of this document includes 11 thematic objectives (TO) around which the intervention should be focused. 6 In five regulations which lay on the common provision on each ESIF fund, the investment priorities (ERDF, ESF, CF) and Union priorities (EAFRD and EMFF) specific to each fund are identified.

In accordance with Council Regulations No. 1311/2013 of 2 December 2013 laying down the multiannual financial framework for the years 2014-2020 (Council Regulations, 2013), the total allocation for Poland amounts to approx. 82.5 billion (before transfers and with the estimated costs of transfers of technical assistance and the innovative urban actions). After subtracting compulsory transfers to instruments and programs managed directly by the European Commission (about 5 billion EUR) the total sum of Cohesion Policy funds (ERDF, ESF, Cohesion Fund) which is allocated within Partnership

6 In turn, the Annex 1 of the Common Strategic Framework “sets out in an integrated manner for each of the thematic objectives the main goals to be addressed, the key actions for each CSF Fund and corresponding general implementation principles to ensure effective and efficient use of the funds”.
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Agreement equals to 77.6 bln EUR, including 252 million EUR for youth initiative and 700.7 million EUR for territorial cooperation.

Figure 2 enables to analyze the breakdown of cohesion policy funds in Poland into national operational programs (NOP) and regional operational programs (ROP), which are the main instruments of the Partnership Agreement implementation.

![Pie chart showing the breakdown of cohesion policy funds 2014-2020](image)

**Figure 2.** The breakdown of cohesion policy funds 2014-2020 (Partnership Agreement)

When the two programming periods’ breakdown is compared, the visible increase of funds allocated for regional operational programs can be noticed (25% in the prior period and 41% in the current period). The amount of funds dedicated for Infrastructure decreased from 42% to 36% in the current programming period but still constitutes a large share. The share of funds dedicated to human capital investments under OP Knowledge, Education and Development will be lower than in last programming period under Human Capital OP (decrease from 15% to 6%). However, part of the priorities which were financed under Human Capital OP will be financed in this period under Regional Operational Programmes. ROPs in 2014-2020 programming period are dual-fund programs, financed both from ERDF and ESF, which is the novelty. In the new programming period, there is a special operational program designed to strengthen digital foundations for the national development: OP Digital Poland with 3% share of the cohesion funds in Poland.
Table 1. Comparison of EU funds allocation structure in the framework of Partnership Agreement and regional operational programs (broken down by CSF thematic objectives and in the context of the Europe 2020 Strategy)

<table>
<thead>
<tr>
<th>Thematic Objectives</th>
<th>% allocation of EU funds by CSF thematic objectives in the framework of Partnership Agreement</th>
<th>% allocation of EU funds by Europe 2020 objectives in the framework of Partnership Agreement</th>
<th>% allocation of EU funds by Europe 2020 objectives under regional operational programs</th>
<th>% allocation of EU funds by CSF thematic objectives under regional operational programs</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Strengthening research, technological development and innovation;</td>
<td>11.82</td>
<td>7.15</td>
<td>SMART GROWTH 26.58</td>
<td>SMART GROWTH 22.19</td>
</tr>
<tr>
<td>2. Enhancing access to, and use and quality of, ICT;</td>
<td>3.65</td>
<td>3.27</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Enhancing the competitiveness of SMEs, of the agricultural sector (for the EAFRD) and the fishery and aquaculture sector (for the EMFF);</td>
<td>11.12</td>
<td>11.77</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Supporting the shift towards a low-carbon economy in all sectors;</td>
<td>10.87</td>
<td>15.94</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Promoting climate change adaptation, risk prevention, and management;</td>
<td>1.64</td>
<td>1.19</td>
<td>SUSTAINABLE GROWTH 51.08</td>
<td>SUSTAINABLE GROWTH 38.85</td>
</tr>
<tr>
<td>6. Preserving and protecting the environment and promoting resource efficiency;</td>
<td>10.43</td>
<td>7.18</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. Promoting sustainable transport and removing bottlenecks in key network infrastructures;</td>
<td>28.15</td>
<td>14.55</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. Promoting sustainable and quality employment and supporting labour mobility;</td>
<td>6.58</td>
<td>11.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. Promoting social inclusion, combating poverty and any discrimination;</td>
<td>7.53</td>
<td>15.71</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10. Investing in education, training and vocational training for skills and lifelong learning;</td>
<td>4.75</td>
<td>8.88</td>
<td>INCLUSIVE GROWTH 19.08</td>
<td>INCLUSIVE GROWTH 35.60</td>
</tr>
<tr>
<td>11. Enhancing the institutional capacity of public authorities and stakeholders and efficient public administration.</td>
<td>0.22</td>
<td>0.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Technical Assistance</td>
<td>3.25</td>
<td>3.36</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TOTAL</td>
<td>100.00</td>
<td>100.00</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The EU funds allocation structure, broken down by thematic objective in Poland is shown in Table 1. The structure in the framework of Partnership Agreement is compared to the allocation structure of the sum of all Regional Operational Programmes in Poland. Almost 30% of funds within PA will be allocated to thematic objective 4. The sum of funds allocated for TOs 4, 5, 6 and 7 constitutes 51% of the allocation, which is dedicated to Europe 2020’s sustainable growth objective. 19% will be allocated for promoting inclusive growth (TO 8-11) and 26.5% for smart growth Europe 2020 objective. This structure of allocation under PA differs from ROPs’ allocation, where 39% will be invested to achieve sustainable growth, 36% inclusive growth and 22% smart growth.

3. Comparison of the planned funds allocation under Regional Operational Programmes

Due to the comprehensive contents of the Regional Operational Programmes, an exhaustive comparison of these programs in this article is not possible. The author focused the attention on the criterion of the funds’ division between intervention fields. In the following analysis of the Regional Operational Programmes in two programming periods 2007-2013\(^7\) and 2014-2020, the following assumptions should be made:

- Since in 2007-2013 regional operational programs were financed from a single fund (ERDF) and in 2014-2020 they are dual-fund programs (ERDF and ESF) to make the comparison logical, the funds allocated within regional component of the OP Human Capital were added to the allocation within Regional Operational Programmes in 2007-2013.

- Since the breakdown of regional operational funds was based on so-called “theme dimension” in 2007-2013 and “thematic objectives” in 2014-2020 (which differ with respect to priority investments) several modifications were implemented to make the comparison possible among them. Finally, the allocation under 2007-2013 theme dimension was matched with relevant 2014-2020 thematic objectives. Additionally, the funds allocated under thematic objects 1 and 3, as well as 5 and 6, were summed).

\(^7\) The comparison of allocation structure in 2007-2013 programming period was conducted in research of Reichel and Wozniak (2010).
Figure 3. Allocation of 2014-2020 Regional Operational Programmes Funds broken down by Voivodships and groups of thematic objectives

In Figure 3 and 4 the allocation of ROPs in both programming periods broken down by voivodeships and groups of thematic objectives is presented. The names of thematic objectives (Figure 3) and priority themes (Figure 4) are explained in the legend. As was mentioned before the author tried to match the 2014-2020 thematic objectives with adequate 2007-2013 priority themes on the basis of categories of intervention analysis. The priority themes (or group of priority themes) were assigned to one or two thematic objectives which are shown in the legend in Figure 4.
To assess how the voivodeships differ in terms of funds allocation the coefficient of variation for each thematic objective was calculated, according to Formula (1)

$$CV = \frac{s}{\bar{x}} \quad (1)$$

Where: $s$ – is the standard deviation of the population (voivodeships), $\bar{x}$ – arithmetic mean of the features in a given year.

The results of the coefficient variation calculations for each intervention field in both programming periods are visualized in Figure 5. In the analysis,
it is assumed that if the value of the coefficient of variation is lower than 20\% (0.2), the variations of regions in terms of funds allocation is small. If it is higher than 20\% but lower than 40\%, the variations are medium, if it is higher than 40\% but lower than 60\% the variations is large.

![Figure 5. Comparison of coefficient of variation in voivodeships in two programming periods in terms of funds allocation](image)

The comparison of funds allocation under Regional Operational Programmes in voivodeships and both programming periods will be based further on the data visualized in Figures 3 – 5. The average share of investments in research, innovation, and support of entrepreneurship (TO 1 and 3) is one of the highest (about 17\% in 2007-2013 and 19\% in 2014-2020). On average almost all voivodeships (apart from Opolskie) decided to invest relatively more in activities related to these issues in new programming period although the change is not very substantial (the increase is the highest in the case of Mazowieckie, Lubuskie, and Łódzkie). It can also be noted that regions are not highly diversified in terms of the share of planned investments in innovation and entrepreneurship in both periods (the coefficient of variation is 13\% for the previous period and 11\% for the current period)\(^8\).

In the case of the investments related to the second thematic objective (information society), the decrease of share from on average 5\% to 3\% can be noticed (all voivodeships apart from Małopolskie plan to invest less). This trend is not similar to that observed in the country. On a national level, the share of funds dedicated for ICT developments will be even higher (the OP Digital Poland is dedicated to investments in the ICT sector). It should be

\(^8\) The influence of public support on innovativeness was discussed recently in Solesvik and Gulbrandsen (2014), Pruchnik and Toborowicz (2014)
stressed that the variation of voivodeships concerning the share of planned investments in TO 2 is quite high and increased from 27% to 47%.

Considerable increase in the share of planned allocation related to energy issues, taking into consideration all voivodeships, can be observed. In 2007-2013 programming period voivodeships intended to invest in TO 4 on average 2% and in 2014-2020 programming period about 15.5%. In the opposite direction the variation of voivodeships changed: decrease from 35% to 16%.

A significant decrease in the share of allocation for the issues connected with environmental protection and risk prevention (TO 5 and 6) can be seen. The average planned allocation in 2014-2020 taking into account all voivodeships is about 8% comparing to 17% in the previous programming period. The pattern of change was quite different in different voivodeships (the biggest change occurred in Śląskie: decrease from 22% to 6%, the smallest in Świętokrzyskie: decrease from 17% to 13%). The consequence of such change is the increase in variation of voivodeships with regards to the share of planned investments dedicated to environmental issues: increase of CV from 12% to 30%.

The only voivodeships which decided to allocate in the new programming period relatively more funds for issues connected with transport (TO 6) are Dolnośląskie and Opolskie. All other voivodeships’ share of funds decreased so did the average (decrease from 19% to 15%). The variation of voivodeships with regard to the share of planned allocation for transport is small in both analyzed programming periods.

The regions are not highly diversified regarding the allocation of funds for promoting employment and supporting labor mobility under TO 8, but the increase of variation can be observed (CV grew from 8% to 19%). All voivodeships decided to invest relatively less in activities related to this issues. The highest portion of funds for TO 8 will be allocated by Łódzkie (15%), the lowest portion (almost 7%) by Mazowieckie, the only region qualified as the more developed in the 2014-2020 period.

The share of planned investments on promoting social inclusion is rather similar in all voivodeships, which is confirmed by the low CV (13%) in both programming periods. Warmińsko – mazurskie is the voivodeship with the lowest planned allocation for TO 9 (13%) and Kujawsko – pomorskie with the highest planned allocation (21%). All voivodeships decided to invest more funds in the categories of intervention connected with combating social exclusion, so the average share in Polish voivodeships increased from 9% to 16%.

In the case of the last 10th thematic objective financed under Regional Operational Programmes, namely investing in education, skills, and lifelong learning, a small decrease in the planned share of funds can be observed (the average dropped from 11% to 9%). Only three voivodeships decided to invest
more: Podlaskie, Pomorskie, and Warmińsko – mazurskie. Comparing 2014-2020 to 2007-2013 programming period with respect to the variation of shares of funds concentrated on this issue, the increase of CV from 13% to 21% is noticed.

The allocation for Technical assistance for the whole country in 2014-2020 increased to 3.36% of all funds (compared to 2.27% in the previous period) while the dispersion among voivodeships is smaller (CV decreased from 17% to 10%).

The main conclusion which can be drawn from the analysis conducted above is about the general greater dispersion of the allocation under TOs among voivodeships in the new programming period. It suggests the greatest autonomy of the regional authorities in the funds allocation planning (the needs or goals of particular voivodeships have the greatest influence on funds allocation).

The next question to be answered relates to finding any similarities or differences among voivodeships in expenditure structure. The authors aim is to group the voivodeships on the basis of the structure of intervention in delimited areas. To achieve this goal the hierarchical cluster analysis with Euclidean distance and Ward’ method of agglomeration (1963) is employed. To set the number of groups Mojena’s criterion (1977) with Milligan and Cooper (1985) correction is used (Formula 2)

\[ d_{i+1} > \bar{d} + k s_d \]

where:
- \( d_i \) – the distance among clusters;
- \( \bar{d}, s_d \) – the mean and standard deviation of \( d_i \)
- \( k \) – standard deviate, \( k = 1.25 \) was adopted.

The results of grouping for the period 2007-2013 are presented in Figure 6 and Table 2. Due to the small differences among voivodeships, only two groups were identified. The first group consist of the following voivodeships: Warmińsko-Mazurskie, Świętokrzyskie, Pomorskie, Mazowieckie, Wielkopolskie, Opolskie, Zachodniopomorskie, Podlaskie. The representatives of the second group are the following voivodeships: Podkarpackie, Łódzkie, Lubelskie, Małopolskie, Kujawsko-Pomorskie, Śląskie, Dolnośląskie, Lubuskie. The main characteristic common to the voivodeships is the share of expenditures on TO Transport (high – above the mean for Poland in the first group and small – below the average in the second group).
Figure 6. The results of grouping in 2007-2013

Table 2. The composition of the groups in 2007-2013

<table>
<thead>
<tr>
<th>Group</th>
<th>Main features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Warmińsko-Mazurskie, Świętokrzyskie, Pomorskie, Mazowieckie, Wielkopolskie, Opolskie, Zachodniopomorskie, Podlaskie, Podkarpackie, Łódzkie, Lubelskie, Małopolskie, Kujawsko-Pomorskie, Śląskie, Dolnośląskie, Lubuskie</td>
<td>High share:</td>
</tr>
<tr>
<td></td>
<td>• Transport (besides Opolskie)</td>
</tr>
<tr>
<td></td>
<td>Small share:</td>
</tr>
<tr>
<td></td>
<td>• Transport (besides Podkarpackie)</td>
</tr>
</tbody>
</table>

The results of grouping for the period 2014-2020 are presented in Figure 7 and Table 3. In relation to the bigger disparities among voivodships in terms of expenditure structure, three groups were identified. The first group consist of the following voivodeships: Mazowieckie, Wielkopolskie, Zachodniopomorskie, Opolskie, Dolnośląskie Podlaskie, Podkarpackie, Lubuskie. There are only three representatives of the second group: Warmińsko-Mazurskie, Świętokrzyskie, Pomorskie. The third group is represented by Łódzkie, Lubelskie, Małopolskie, Kujawsko-Pomorskie, Śląskie. The main characteristics common to each group are described in Table 3.
Figure 7. The results of grouping in 2014-2020

Table 3. The composition of the groups in 20014-2020

<table>
<thead>
<tr>
<th>Group</th>
<th>Main features</th>
</tr>
</thead>
</table>
| Mazowieckie, Wielkopolskie, Zachodniopomorskie, Opolskie, Dolnośląskie Podlaskie, Podkarpackie, Lubuskie, | Small shares:  
• Supporting the shift towards a low-carbon economy in all sectors (besides Dolnośląskie)  
• Promoting social inclusion, combating poverty and any discrimination (besides Opolskie)  
High shares:  
• Promoting sustainable transport and removing bottlenecks in key network infrastructures, |
| Warmińsko-Mazurskie, Świętokrzyskie, Pomorskie, | Small shares:  
• Research, innovation and the competitiveness of SMEs  
Promoting sustainable transport and removing bottlenecks in key network infrastructures  
• Promoting social inclusion, combating poverty and any discrimination;  
High shares:  
• Climate change adaptation, risk prevention & protecting the environment and promoting resource efficiency, Investing in education,  
• Training and vocational training for skills and lifelong learning, |
| Łódzkie, Lubelskie, Małopolskie, Kujawsko-Pomorskie, Śląskie, | Small shares:  
• Promoting sustainable transport and removing bottlenecks in key network infrastructures  
High shares:  
• Climate change adaptation, risk prevention & protecting the environment and promoting resource efficiency |
4. Conclusions

The aim of this paper was to compare the allocation of EU cohesion policy funds under Regional Operational Programmes in two programming periods and find the groups of similar voivodships in terms of planned funds allocation.

First of all the amount of funds which allocation is the responsibility of regional self – governments increased in nominal and relative terms (as% of all EU funds in Poland). The analysis of data also shows that the pattern of funds distribution changed with respect to the thematic objectives. On average voivodeships plan to invest in the new programming period relatively more on issues connected with energy and social inclusion and less on environment protection issues. The analysis of the coefficient of variation for voivodeships on the basis of the share of fund allocation planned for thematic objectives, suggests that voivodeships are more diversified in terms of expenditure structure. The similar conclusions can be drawn from the cluster analysis. It suggests the greater autonomy of the regional authorities in the funds allocation planning in 2014-2020 in comparison to the previous programming period (the needs or goals of particular voivodeships have the greater influence on funds allocation).

The delimitation of the groups of voivodeships forms the next research questions about the reasons for such similarities in the expenditure structure. The factors determining the funds allocation are not explained in this paper and require further studies.
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THE IMPLEMENTATION OF EMIR (EUROPEAN MARKET INFRASTRUCTURE REGULATION) AND ITS INFLUENCE ON DERIVATIVES MARKET IN POLAND IN 2010–2014

Karolina Antosik

Abstract
The article presents the analysis of the changes of derivatives market structure in Poland before and after the implementation of regulations on OTC derivatives market, which was imposed in EU by EMIR (European Market Infrastructure Regulations). That was implemented by EU Parliament and EU Council ordinance No. 648/2012 dated on the 4th of July 2012, on the derivatives being the subjects of trade outside of the regulated market, central counterparties and transactions repository. The article describes the origin of the world financial crisis in 2008 as well as regulations which were published 2010-2012 in USA and EU aiming to reduce the possibility of critical situations occurrence in following years. Furthermore, Poland’s most popular OTC derivatives and local derivatives regulations have been characterized in the paper. The assessment of introducing in 2012 regulations on OTC and its value structure has been performed.

Keywords: derivatives, OTC, CCP, Dodd Frank, EMIR.

1. Introduction
For over a dozen years a constant growth of transactions in the derivatives market has been observed, reaching in 2013 the value of approximately USD 2 trillion worth daily transactions on the global interest rates market. According to research published by the Bank for International Settlements the nominal value of derivatives traded outside of stock exchange markets reached the value of USD 700-800 trillion, which is more than the entire GDP of the whole World. Lack of transparency and insufficient regulations of the OTC (over the counter) derivatives market, caused mainly by its decentralized characteristics and the ease of signing these contracts, resulted in an incorrect assessment of

The most significant for OTC derivatives market are following regulations:

- EU Parliament and EU Council ordinance No. 648/2012 dated on the 4th of July 2012, on the derivatives being the subjects of trade outside of the regulated market, central counterparties and transactions repository in EU area as well as the local, Polish regulations:
  - the act on financial instruments trading (enacted by the Lower House of the Parliament of Poland on the 28th of June 2012, signed by the President of Poland on the 11th of July, coming into power starting from the 4th of August 2012),
  - the act changing the act on financial instruments trading enacted by the Lower House of the Parliament of Poland end of October 2012 and signed by President of Poland on the 30th of November 2012, coming into force starting from the 26th of December 2012.

Considering the importance of the subject, mentioned above regulations have been covered by the analysis in the article and presented respectively in section 2 and 3. Introduced regulations aimed, *inter alia*, to restore clients’ trust to derivatives being the subject of trade outside of regulated markets. In the article the analysis of the value structure changes of derivatives in Poland has been performed by focusing on the situation before and after introducing regulations on OTC derivatives, basing on research published by Central Statistical Office (GUS). The analysis covers years 2010–2014. The primary goal of the paper is to check if, and if so how, the implementation of EMIR regulations, introduced after the financial crisis in 2008, influenced the change of derivatives’ structure value compared to the situation before introducing EMIR regulations.

The article consists of following sections. Section one is an introduction. Section two is a characteristic of OTC derivatives market regulations changes caused by the financial crisis in 2008. Section three is a description of the EU’s regulations implementation to Polish law. Section four presents an analysis of derivatives’ value structure changes in Poland before and after introducing EMIR regulations on OTC derivatives. The last one shows benefits for Polish market participants from EMIR regulations implementation to local laws and their influence on derivatives’ value structure changes in Poland in years 2010–2014.

2. The reform of regulations for derivatives

The derivative has been defined as a contract, which market price depends directly or indirectly on the price or value of securities, which are the base financial instruments for derivatives (Kudła, 2009). These are also other
contracts, which value directly or indirectly depends on the exchange rate or interest rates changes.

The derivative is a financial instrument, which is fulfilling the following criteria (Jajuga, 2009):

- its value depends on certain interest rate, security price, stock price, exchange rate, index based on price or interest rate, or other variables,
- doesn’t require any initial payment or require only a little, compared to the contract value, initial investment,
- its settlement is due in the future.

The link between derivatives value and the value of base financial instruments is considered as the main feature of derivatives (Tarczyński & Zwolankowski, 1999), however, determining derivative value by the value of a base instrument is key for this dependency. Everything that has a value can be the underlying asset provided that the value is changing over the time. The underlying asset variation over the time is linked with the necessity of uncertainty occurrence when it comes to the value of an underlying asset at a certain time in the future. Hence, the underlying asset for derivatives can be securities, currencies, interest rates, stock exchange indexes and stocks.

Certain derivatives vary from each other due to features representing. When selecting certain criteria you can obtain different classifications of derivatives. The most famous distinction of derivatives based on the content of rights and obligations implicated by certain derivative enables to distinguish forward contracts, options, and swaps (Gorzelak, Barciszewska, Barciszewska & Rogalski, 2011, p. 58). The most popular in Poland derivatives include forward contract, futures contract, swaps and options (Goławska-Witkowska & Rzeczycka, 2009, p. 45).

The reform of legislation on derivatives was one of the consequences of the global crisis in 2008. The immediate cause was the collapse of the functioning of the global financial system, which has occurred since mid-2007, due to earlier upbeat trend in the mortgage market in the United States. Banks in the United States were lending at high risk of repayment, even to those with insufficient financial credibility (subprime mortgage – in Polish naming without having creditworthiness). These loans were used as insurance for structured bonds and massively sold for investment and speculative purposes by private financial institutions, including the largest US and European banks. Awareness of the risks associated with the functioning of these bonds was low because an artificially induced increase in real estate obscured the true real picture, and the leading rating institutions did not signal the danger, assessing these bonds highly safe. This lack of creditworthiness of some debtors was reflected in the lack of repayment of their liabilities in a high proportion (9.2%), which consequently led to a lack of cash in the credit market and resulted in
instability of these institutions. Other causes included the use of securitization and credit derivatives for the distribution of risk and a significant amount of market transactions excluded from the supervision, creating an alternative banking system (shadow banking system). The importance of derivatives was revealed at the beginning of the mentioned financial crisis in 2008. According to economists, OTC derivatives, especially credit ones, played an important part in the dissemination of the last financial crisis. The reason for that was their bilateral nature and a high degree of complexity, and above all the lack of transparency in the primary exposure of market participants. As a consequence of above facts, banks announced job reductions – for example in the UK only between the year 2008 and 2009 tens of thousands of financiers lost their jobs. In the second half of 2008, the decrease of lending by banks influenced on the collapse of car retail, financed mainly by loans. The biggest car manufacturers such as Chrysler, General Motors, Ford, and Volkswagen reduced their staff significantly. Thus, the financial crisis caused economic crisis overall. Predictions of upcoming recession have deepened the shares price drop on all stock exchanges.

Although the global crisis of 2008 did not create such severe consequences in Poland, Polish banks fearing of falling real estate prices have significantly reduced lending. Declines in stock prices occurred on the local stock exchange. Losses on currency options market in Poland contributed to reducing the interest and involvement of non-financial companies on the derivatives market. In 2009 most of the previously concluded agreements for currency options already expired, and entering new transactions was substantially reduced. According to the data (Polish National Bank, 2011), the value of currency derivatives trading in 2009 dropped by 40% compared with 2008, while the value of currency options transactions fell by nearly 70%.

Responding to the global crisis, leaders of G-20 countries participating in the summit, taking place in Pittsburg on September 2009, called to reform the infrastructure of OTC derivatives markets, in order to introduce supervision over the systemic risk which can be caused by those instruments and limitations of the risk. Lehman Brothers collapse had a direct influence on taking mentioned actions.

The United States as the first responded to the Pittsburg summit participants’ call and within less than a year issued new regulations, gathered in the act written by congressmen Chris Dodd and Barney Frank, known as Dodd-Frank Act. The law was signed by the President of USA in July 2010, and its command was introduced until the end of 2011. The purpose of the act is to regulate Banks and Financial Institutions operations including (Staszewska, 2014):

• limitations of banks’ risky activities,
• creating a new agency responsible for consumers’ protection from so-called “predatory lending” (unjust and unfair crediting practices) and other unfair practices,
• derivatives market regulations,
• agreeing on the lead role of Federal Reserve in supervising law compliance,
• obligation towards banks to meet more strict capital requirements,
• introduction of regulations enabling regulators to take over as well as liquidate huge banks which could fall into trouble.

The Dodd-Frank bill imposes supervisor as well as decisions maker role regarding clearing contracts through CCP on CFTC – the federal agency in the USA controlling American forward contracts market. The Dodd-Frank bill in the area of OTC derivatives infrastructure perceives obligatory centralization of standard derivatives transactions calculations by the Central Counterparty Clearing House (CCP) and requires that all transactions, performed by CCP as well as others, are known to authorized transactions repository. The Dodd-Frank Act, apart from regulations for OTC derivatives market, introduces additional institutions for monitoring and preventing additional systemic risk – Stability Oversight Council and Office of Financial Research, and customers financial supervision as a part of Consumer Financial Protection Bureau.

In EU EMIR regulation came into force. It was introduced through ordinance of the EU Parliament and the EU Council ordinance NR 648/2012 dated on the 4th of July 2012 on the derivatives being the subjects of trade outside of the regulated market, central counterparties and transactions repository. The essential part of the new regulation is focused on derivatives. Based on point number 53 of the preamble to MFID directive and comments from European Commission articulated in concluded public consultations regarding amending the directive, we can understand this term as bilateral transactions usually exceeding the current market volumes, conducted irregularly on an ad-hoc basis between wholesale counterparties without the engagement of formalized transaction system.

It is worth to highlight records of articles 4, 9 and 14 of the quoted ordinance NR 648/2012. Article 4 introduces an obligation for clearing all derivatives contracts being subject to the OTC trade and also part of derivatives classes accepted by ESMA as due to be cleared. Article 9 puts an obligation of providing detailed information about every signed derivative contract and all changes or cancellation of the contract to the transactions repository. Article 14 introduces permission for running CCP. In case a legal entity having headquarters in EU is planning to provide clearing services as CCP, it issues an application for permission to a respective unit of EU member
state, where it is located (unit respective for CCP) following the procedure indicated by ESMA.

Other than that, EMIR recommends the increase of operational requirements and cautions for CCP and highest possible transparency of operation processes, through an introduction of procedures for identification and solving potential conflicts of interests referring to the ownership of CCP. Increasing standards of caution consists of increasing essential capital requirements, introducing necessary compensation funds (which all board members will be paying a fee to) and on an appropriate segregation of counterparties assets – these actions are due to ensure fluidity for the clearing house in case of bankruptcy of one of its members. Selected dispositions refer to CCP acting on the market for OTC derivatives, as well as clearing houses reconciling instruments being subject to trade on primary markets.

Ordinance (UE) 648/2012 – EMIR presented an obligation to clear certain classes of derivatives contracts on interest rates (Interest Rate Swap, Forward Rate Agreement), denominated in Polish PLN as well as Swedish SEK and Norwegian NOK. Two classes of forward contracts cleared in PLN were supposed to fall under obligation for central clearing: IRS fixed-to-float, for which the benchmark index is WIBOR – with maturities of 10Y and 28D-FRA contract, for which the benchmark is WIBOR – with a maturity of 3D-2Y. Based on mentioned above ordinance (UE) 648/2012 dated on the 10th of November 2015, ESMA published an appropriate project of the technical standards. The introduction of obligation for clearing is in the European Commission and European Parliament competency, and the decision should be made still in 2016. EMIR introduces an obligation for clearing some classes of OTC derivatives through specialized entities – clearing houses (CCP) and reporting about derivatives transactions to so-called transactions repositories. Clearing OTC derivatives through CCP aims to reduce the risk of default on transactions obligations by engaged parties. Because of expectations and responsibilities required from the central counterparty (CCP), EMIR Regulation puts in front of it certain qualitative and quantitative requirements. These requirements include a permanent and disposable capital of at least EUR 7.5 million and the collateral structure, set by the parties to the transaction towards securing the contract settlement, in the form of liquid assets (including cash, gold). Also to have additional funds that could constitute protection in the event of failure to comply with the terms of the contract by any of the parties.

It should be noted that the EMIR regulation, in principle, will not apply to non-financial counterparties (corporate), except in cases where their positions on OTC derivatives will be considered significant, or when they have systemic importance. Publication Ordinance EMIR took place on 27 July 2012 and entered into force on 16 August 2012.
3. Implementation of the solutions to Polish law order

The arrangements set out (imposed) by the EMIR regulation has been introduced in a very short period to Polish legislation, namely the Parliament on 28 June 2012 passed the amendment to the Act on trading in financial instruments and to many other laws, including the Civil Code. This law, signed by the Polish President on 11 July 2012, was published on 20 July 2012 and came into force on 4 August 2012. This Act introduces the Polish law the institution of the so-called novation settlement.

The concept of "novation" (Latin novatio), otherwise called the "renewal," operates in the Polish legislation and is contained in the Article 506 in section obligations of the Civil Code. The said Article 506 §1 states: "if for obligations’ release purposes the debtor agrees, with the consent of the creditor, to satisfy other obligation or even the same obligation, but based on a different legal basis, current obligation expires (renewal)." The purpose of an requirement is to meet the interests of the creditor. Renewal, known as novation, is one of the ways for expiration liabilities. As a rule, liability is extinguished when performed in line with its contents. However, the obligation may terminate in other means, including by satisfying the interests of the creditor (may also be terminated without his satisfaction, e.g. relief from debt). One of those ways for an expiration of the liability is renewal (novation).

In relation to trading in financial instruments, clearing novation consists of the settlement of the previously, already concluded, transactions by a third party, i.e. a central counterparty (CCP), that enters in the liabilities of the original parties to the transaction. Thus, already known in Western Europe accounting standards took effect in Polish law, adapting them to the requirements of the Regulation of EMIR in the area of settlement of OTC transactions.

Based on the new regulations a central counterparty in settlement of transactions, will be ascending to the rights and obligations of the parties to the transaction while quenching created mutual obligations of the parties. In practice, this means that instead of a single contractual relationship, two relationships of requirements exist and in each one, one of the parties will be central counterparty (Stanek, 2012). For the buyer, it will be a party to the customer, while for the retailer it will be a buying party. Central counterparty will be responsible for the settlement of the contract, which should, on the one hand, reduce individual credit risk, on the contrary, should guarantee the smooth settlement.

Another legislative action in the field of trading in financial instruments was the amendment of the Act on Trading in financial tools and other acts passed by the Parliament at the end of October 2012, which on November 30,
2012, the President of Poland signed. The new rules apply from 26 December 2012.

The Act implements Directive 2010/78 / EU, which increases the integration of financial supervision in Europe and the security of the financial market. It designs cooperation and exchange of information between the Financial Supervision Commission (KNF) and the European System of Financial Supervision (ESFS) responsible for the following sectors: banking, insurance, occupational pensions, and securities. ESFS is functioning in the EU since 1 January 2011. It consists of the European Banking Authority, European Insurance and Occupational Pensions Authority and the European Securities and Markets Authority. The law, among other things, imposes on the KNF obligation in particular to notify the competent European supervisory authority, about issued or withdrawn authorizations concerning the pursuit of activities in the financial market and the cases of refusal to issue such a permit. In addition, the KNF will provide the European Supervisory Authority Securities and Markets Authority and the supervisory authorities of the regulated markets in the other Member States with a list of the regulated markets operating on Polish territory.

In the framework of consolidated supervision, KNF will also be able to take over the tasks of the other surveillance authority of EU Member State or delegate them towards the other authority. To protect the public interest, KNF will be able to suspend (for a period not longer than one month) the ability to perform, in whole or in part, the brokerage or custody on Polish territory by a foreign investment firm. At the same time informing the European Commission, the European Supervisory Authority Securities and Markets Authority and the competent supervisory authority in another Member State which granted the authorization to a foreign investment company. The law also allows the Financial Supervision Authority to conclude agreements with the competent supervisory authorities of other countries specifying the scope and mode of cooperation in the exercise of consolidated supervision over banks operating in groups, supervision of important branches of domestic banks and the relevant branches of credit institutions, while informing the European Banking Authority on the concluded agreements and their contents.

National Depository for Securities (KDPW) for several years carried out projects aiming to improve the safety of the Polish market and create conditions to make it competitive. As a result in 2010 KDPW created the so-called "Guarantor settlements", which was provided with the capital of PLN 60 million, with the task of supporting the liquidity of the system of settlements. After that, in 2011, on the basis of the Guarantor settlement, a clearing house called KDPW_CCP was established, characterized by a new settlement guarantee system. The clearing house had equity of PLN 100 million. In 2012,
the house’ capital was increased by another PLN 100 million to PLN 200 million. On 19 December 2012 Financial Supervision Commission approved the terms of the settlement of transactions (turnover unorganized). The content of the regulations was made available on the website of the National Depository for Securities (KDPW). Regulations came into force on 2 January 2013. From that day onwards clearing KDPW_CCP launched the settlement of transactions in OTC clearing system and applied for authorization under EMIR to the Financial Supervision Commission.

With the introduction of accounting services for derivatives and OTC transactions Polish market is ready to meet the requirements of the Regulation of the European Parliament and the Council on derivatives traded outside the regulated market, central counterparties and trade repositories (EMIR). KDPW_CCP is a modern clearing house for settlement of transactions and performs clearing using a number of mechanisms to reduce the systemic risk of default parties from obligations transactions. Novation will make KDPW_CCP enter into the rights and obligations arising from transactions accepted for settlement. As a result of using new tools – in particular – netting in financial instruments, the development of the clearing guarantee system and the participation of KDPW_CCP in securities lending as a guarantor for repayment of the loan, KDPW_CCP is prepared to take effective competition with other clearing houses operating at the moment in Europe. The use of standardized solutions to the functioning of the clearing house KDPW_CCP enables dynamic development of both the scope and area of services.

Creation of KDPW_CCP affected the position of the Polish capital market internationally and has been positively assessed by the rating agencies (in particular due to reduced counterparty risk) due to the implementation by Poland of international standards in this field. The changes have also been strongly supported by the environmental infrastructure of the Polish financial market. The result is an improvement in the perception of Polish capital market infrastructure by foreign and Polish financial institutions. Creation of KDPW_CCP was preceded by the release of the Financial Supervision Commission decision, approving the location of the KDPW_CCP capital in the system of clearing liquidity transactions and limiting obligations of the clearing, following the additional payments to the settlement fund. The capital of KDPW_CCP can be used to support the liquidity of the clearing of transactions concluded on the regulated market. At the moment of creating KDPW_CCP, important features were provided by the entity, which acts as a clearing house.

KDPW_CCP is legally separate, as according to international standard and due to the different nature of the risks associated with the provision of CCP clearing, and risks arising from the core business of the central securities
depository (KDPW). It was necessary to isolate it as a separate legal entity, which tasks will be to provide services of settlement house.

An significant advantage of KDPW_CCP has assets that can be used as part of the clearing guarantee system, thus improving the security of settlements. KDPW_CCP is equipped with a capital of PLN 200 million (approx. EUR 50 million), which can be used as part of the clearing guarantee system, becoming one of the system resources.

Calling KDPW_CCP allowed limiting the maximum additional contributions to the clearing fund at the level of 110% of the fundamental contribution of a participant. The limit allows participants to assess the risk associated with participation in the clearing guarantee system.

Settlement of OTC derivatives by clearing them through CCP aims primarily to reduce the risk of default.

Transaction clearing through a CCP concerns both financial institutions and non-financial institutions, yet for non-financial institutions determines the so-called materiality threshold, which, depending on the type of transaction is EUR 1 to 3 billion (Baranowska-Skimina, 2012). Certain thresholds are on the one hand to ensure control of the derivatives market, on the other hand however not to impose on the enterprises labor-intensive and costly requirements that are not adequate to the scale of operations.

4. The analysis of derivatives’ value structure changes in Poland before and after introducing EMIR regulations on OTC derivatives

The introduction of the settlement of OTC transactions through a central counterparty has lead in micro scale to minimize the individual credit risk of the participating parties, while at the macro scale to defend systemic risk, resulting in the lack of settlements for this type of transactions. Analysis of changes in the structure of the derivatives in Poland covers the years 2010-2014. Selected years of exposure include two years (2010 and 2011) preceding the implementation of the EMIR regulation on OTC derivatives, and two years (2013 and 2014) after the introduction of this regulation.

According to the Central Statistical Office (GUS) records of derivatives held by non-financial institutions (Non-financial Counterparties), the research conducted in the years 2010 and 2011 involved 1,292 entities. Indicator of the analysis completeness (i.e. the ratio of the number of reports and the number of companies required to testify) amounted to 96.6%. Among the companies participating in the survey was 461 subsidiaries in the group, that did not file a detailed report and in accordance with the methodology of the study were not included in further analysis. The analysis included 831 entities, of which 566 parent companies in the group, and 265 enterprises operating independently.
As of 31 of December 2011 on the side of the nominal value of the assets and balance sheet derivatives showed 148 enterprises, of which 96 parent companies in the group and 52 companies operating independently. On the liabilities side – respectively 177 entities, of which 117 the parent companies in the group and 60 companies acting alone.

According to GUS records, providing data for 2013, 1382 subjects participated in, of which 521 companies were operating alone, 330 parent organizations in the group, 349 subsidiaries and 182 both dominant and dependent. Indicator of the analysis completeness (the ratio of the number of reports to the number of entities required to testify) amounted to 97.6%.

According to GUS data on derivatives of non-financial enterprises for 2014 from 1404 entities (of which 501 companies operating alone, 306 parent companies in the group, 403 subsidiaries and 194 both parent and subsidiaries) surveyed. The value of derivative instruments in assets at the end of the year 2014 presented 306 entities, and in liabilities – 340. Indicator of the analysis completeness (the ratio of the number of reports to the number of entities required to testify) amounted to 98.5%.

Table 1 presents the value of derivative instruments held by companies participating in the study in years: 2010 and 2011 as well as 2013 and 2014.

**Table 1.** The value of derivative instruments of companies in Poland participating in the study Central Statistical Office (GUS) in 2010, 2011, 2013 and 2014

<table>
<thead>
<tr>
<th>Detailed</th>
<th>2010</th>
<th>2011</th>
<th>2013</th>
<th>2014</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>[PLN m]</td>
<td>[ %]</td>
<td>[PLN m]</td>
<td>[ %]</td>
</tr>
<tr>
<td><strong>Assets total, out of which:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>forward contracts</td>
<td>2857.7</td>
<td>100.0</td>
<td>4230.1</td>
<td>100.0</td>
</tr>
<tr>
<td>futures contracts</td>
<td>969.3</td>
<td>34.0</td>
<td>1356.4</td>
<td>32.1</td>
</tr>
<tr>
<td>options</td>
<td>4.3</td>
<td>0.1</td>
<td>9.2</td>
<td>0.2</td>
</tr>
<tr>
<td>swap contracts, out of which:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CIRS</td>
<td>1470.9</td>
<td>51.4</td>
<td>2223.4</td>
<td>52.6</td>
</tr>
<tr>
<td>Other derivatives</td>
<td>393.7</td>
<td>13.8</td>
<td>606.4</td>
<td>14.3</td>
</tr>
<tr>
<td><strong>Liabilities total, out of which:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>forward contracts</td>
<td>5262.7</td>
<td>100.0</td>
<td>6255.3</td>
<td>100.0</td>
</tr>
<tr>
<td>futures contracts</td>
<td>623.5</td>
<td>11.8</td>
<td>1772.9</td>
<td>28.3</td>
</tr>
<tr>
<td>options</td>
<td>41.3</td>
<td>0.8</td>
<td>28.7</td>
<td>0.5</td>
</tr>
<tr>
<td>swap contracts, out of which:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CIRS</td>
<td>2124.9</td>
<td>40.4</td>
<td>1058.4</td>
<td>16.9</td>
</tr>
<tr>
<td>Other derivatives</td>
<td>2406.9</td>
<td>45.7</td>
<td>3319.2</td>
<td>53.1</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>1771.7</td>
<td>33.7</td>
<td>2730.7</td>
<td>43.7</td>
</tr>
</tbody>
</table>

**Source:** Own study based on GUS survey conducted for the years 2010 and 2011, and 2013 and 2014 (Central Statistical Office, 2015).
On the basis of the data contained in Table 1, it can be observed that the value of derivative instruments in the assets of the analyzed companies is characterized by an upward trend throughout the period considered. Before the introduction of legislation EMIR highest share in the assets of derivatives have options – more than 51% and forward contracts – more than 32%. However, after the introduction of legislation EMIR, in the assets a significant increase in the share of forward contracts (almost double) can be observed, while an even more significant (3-5 times) drop in the participation of options. Additionally, at the outflow of the share of options, increase in the share of swap should be noted, which exceeded the share of options twice. In addition, other derivatives showed an upward trend in the coming years of exposure, although to a subtle extent. The share of derivatives in liabilities of analyzed enterprises is characterized by the occurrence of 44% drop in the first year after the introduction of regulation EMIR and 200% increase in the second year after the EMIR regulation. Before the introduction of EMIR legislation, the highest share in derivatives’ liabilities were swap contracts – about 50% and options – about 30%. However, after the introduction of EMIR legislation, in the liabilities, a small (about 5%) decrease in the share of swap can be observed, while at the same time a very significant (several times more) decline in the share of options. Additionally, at the outflow of the share of options, an increase in the share of forward contracts should be noted, which exceeded more than ten times the share of options. Furthermore, several percent upward trends after the EMIR regulation showed other derivatives.

5. Conclusions

Fulfilling by Poland the requirements of the Regulation of the European Parliament and the European Council on derivatives traded outside the regulated market, central counterparties and trade repositories (EMIR) has brought positive results. For central counterparty, it enabled the collection and recording of information about market participants, transactions concluded on the market and the associated risks. This has led to defining the standards for individual products, the creation of a trade repository, that market regulators could access to make research and analysis, and ultimately take action to reduce adverse events, including reducing the risk. Another positive effect for polish clearing house was to cooperate with foreign CCPs and central depositories. Market participants from now on can obtain information from a central counterparty on other participants and market transactions, enabling business decisions to be based on the evaluation of existing risk. In addition, by guaranteeing transactions accepted for settlement by the clearing house – KDPW_CCP counterparties may increase the effectiveness of risk
management, and use the process of clearing and settlements in accordance with international standards. Market regulators have access to a trade repository, therefore, can take action to reduce adverse events, including a reduction of the risk of the transactions, thanks to the possibilities of research and analysis on the basis of information obtained from the trade repository. The introduction of the said regulation has led to the improvement of perception of Polish capital market infrastructure by Polish and foreign financial institutions, and as a consequence to increase interest in the Polish capital market. It increased polish credibility on the international arena because of the quality of post-trading services in now present Poland.

On the basis of studying the structure of derivative in financial enterprises in the years 2010-2014, the two years before the EMIR legislation concerning the derivatives market, implemented into domestic law Two years after the introduction of these regulations, it can be stated that the implementation of EMIR regulation to the local law has contributed to changes in the structure of derivatives, including the very important (from several times in the assets to tens times in liabilities) reduction of the share of options, replacement of options by swaps in assets and forward contracts in liabilities, as well as the doubling of the share of swap transactions in assets.

Lack of implementation of the relevant services on the domestic market of derivative instruments, such as trade repository, clearing, settlement of OTC derivatives, which services can now be carried out by a domestic entity. This would lead to the need for the national market participants to use the offer of foreign entities, which would entail additional costs. KDPW_CCP clearing house settles and guarantees the settlement of transactions concluded on the Polish capital market. For example, only in 2013, the value of settled transactions exceeded PLN 616 billion, and the number of billable transactions came to the number of 20 million. Imposing on participants of the derivatives market additional duties created for them some inconvenience, but nonetheless, it will improve transparency and limit risk exposure of the main participants and transactions on the market (repository market transactions). Appointment of Polish clearing house KDPW_CCP positively influenced the position of the Polish capital market internationally and has been positively assessed by the rating agencies, in particular due to reduced counterparty risk. The result is an improvement in the perception of Polish capital market infrastructure by foreign and Polish financial institutions.
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IMPACT OF EU FUNDS ON FINANCIAL AUTONOMY OF THE KRAKOW MUNICIPALITY IN THE YEARS 2007–2013

Karolina Szczepaniak

Abstract
Joining the European Union by Poland made it possible for municipalities to acquire resources from the EU funds in order to finance its current and capital expenditure. The objective of this article is to present the impact of the EU funds on financial autonomy of the Krakow municipality in the years 2007-2013. However, the impact of revenues from the EU funds on the municipality’s financial economy is twofold. On one hand, the revenues from the EU funds improve its financial autonomy, by supplementing the shortage of own resources, on the other hand, to be granted subsidy from EU funds the municipality is required to provide its own contribution, thus increasing its debt. This article notes the need to strengthen the mechanism of self-governance and responsibility in the management of municipality’s property in the face of tightening the principles concerning the level of permitted debt of municipalities and the need to assure continuous investment policy. 
Keywords: financial autonomy, EU funds, indebtedness of municipalities, Krakow capital expenditure.

1. Introduction

Stripping of the communist system and political transformation in Poland began in 1989. The democratic changes were connected with the reconstruction of the local government structure where a municipality became its basic unit. Making it responsible for the execution of public service tasks required granting of legal and financial ability to exercise them. Financial autonomy was meant to enable the fulfillment of statutory goals and to make it possible for a municipality to assume the role of an investor to be oriented on the maximization of social, environmental and economic effects of current investments.

Acquisition of EU subsidies requires a substantial adjustment of the financial economy to the specific functioning of EU funds. It is an effect
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of additionality of the funds to the municipality’s own contribution to the cost of an investment project. In order to acquire resources from EU funds, municipalities run into debt. A municipality’s financial capacity is an essential matter in this context, as is the permitted debt ratio of a local government unit [LGU].

The Krakow municipality’s financial autonomy analysis was carried out based on the revenue and expenditure autonomy ratios, assessed on the basis of income, revenue and expenditure of the Krakow municipality in the 2007-2013. The results identified that the resources acquired by the Krakow municipality from EU funds in the years 2007-2013 increased the municipality’s investment opportunities. Nevertheless, it should be noted that the value of revenue from EU funds was reflected in the city’s debt. In the light of the dual impact of the revenue from EU funds on the municipality’s financial autonomy, the attitude of local authorities that manage the finances needs to be responsible and far-sighted.

2. Self-governance conception and financial autonomy of municipality

Self-governance refers to the state organization principle which assumes the existence of local governments supplied with a scope of autonomy and the consideration of legal grounds of their functioning and competencies in the basic law. The political changes after 1989 aimed at providing municipalities with instruments required for a self-governing policy – autonomous and equal in relation to higher level units.

Due to the comprehensiveness of required constitutional changes, they were conducted by three stages. In 1989, the Act on amending the Constitution of the Polish People’s Republic [PRL] was passed, which guaranteed the participation of local governments in ruling (the Act of 1989). Subsequently, the core principles regarding the system and functioning of local governments were covered by the Constitutional Act, called the “Small Constitution” (the Act of 1992). On the basis of this document, the local government became the basic organizational form of the local public life, including the municipality as a basic local government unit. The Act assigned competencies to local government units to exercise their own tasks along those ordered by the government administration, where, in the case of the latter, it was emphasized that the state would have to provide the local governments with adequate financial resources. The “Small Constitution” also specified the revenue sources of local governments (the Act of 1992, Articles 70-73).

The Constitution of the Republic of Poland, passed in 1997, confirmed the determinations of the previous acts in reference to the local government, providing more details regarding certain provisions (the Act of 1997). The
supervision over the local government’s organizational activity according to the Act, was given to the Prime Minister and the province governors, whereas its financial activity was subordinate to the regional chambers of the audit. The local government units were granted legal personality, i.e. the right of ownership and participation in transactions under civil law.

The indication of municipality as the basic local government unit meant the “obligation to maintain municipalities in the public administration system and the state territorial structure, but also the obligation to provide them with appropriate place, and thus to supply such a set of tasks and competencies, so that it could be stated that local self-governance is based on municipality” (Niewiadomski, 2011, Nb 9). Thus, the municipality has attributed the role of an entity shaping public life on the local level.

Self-governance is also a postulate towards the attitude of local authorities connected with the economy of activities. It is both a privilege to build the local Republic of Poland and the responsibility for what it is like and what it will be like.

Making the municipality competent to exercise its own and ordered tasks required the provision of sources of financing. In general, financial autonomy is the power expressed in the act to possess the financial resources sufficient for the performance of the tasks. This includes the obligation of the state to provide local governments with the resources sufficient for the performance of its tasks, among of which the unit’s own revenue should prevail (Kornberger-Sokołowska, 2001, p. 39). The primary attribute of municipality’s financial autonomy is the possession of the property and financial resources under autonomous budgets (Chojna-Duch, 2007, p. 178).

Municipality’s financial autonomy also implies the possibility of forming the revenue and expenditure structure by the local government, which takes place under the revenue and expenditure self-governance.

According to Kornberger-Sokołowska, Zdankiewicz and Cieślak (2010, p. 39), the revenue self-governance is determined by the presence of the following elements:
- supply of own sources of revenue attributed for an indefinite period the concurrent assignment of a certain scope of sovereignty to the extent of this revenue creation,
- possession of property, which shall not only be the source of revenue, but it may also be used as a security of future credits,
- possession of legally guaranteed access to financial markets,
- possibility to act on the basis of an independently adopted annual budget.

Municipality’s expenditure autonomy concerns the performance of its own tasks and financing them from self-created budgets, as well as decision-
making in determining the directions of capital expenditures and possible sources of financing them (Surówka, 2013). It is determined by the value of the municipality’s income and revenue, shaped by its fiscal sovereignty and available instruments, such as taking loans.

In Surówka’s opinion (2013, p. 26), municipality’s expenditure autonomy comes down to:
- determining the priorities in the resource disbursement directions,
- forming the economic expenditure structure,
- managing the assumed property,
- shaping the budget balance,
- incurring municipal debt.

3. Additionality of EU resources as the principle of acquiring EU funds vs. municipality’s financial capacity

The municipality runs its financial economy basing on the income and revenue, the level of which may be affected by it within the limits specified in the Act. Development needs of the territory require from the municipality to actively shape the local policy and incur the related capital outlays. Due to the fact that the own revenue of the municipality is inadequate to its spending needs, the option to co-finance the capital expenses from EU funds is attractive for municipalities. The use of EU funds is subject to the financial principles applicable in the case of the relationships between the Union and the member states, among which the most significant, from the perspective of engaging the local potential, is the additionality principle.

The additionality principle means that a project is co-financed from the EU funds only in the part, the value of which is determined by the project character. The EU resources should supplement the domestic activities. Acquiring the resources from EU funds requires the provision of the own so-called contribution. Its value depends on the project type, in particular, its capacity to generate profit. It means that public service tasks are granted more funds than commercial projects. For example, with reference to municipal investments, such as the construction of waste-water treatment plant, the minimum contribution of the municipality is approx. 15%.

In order to provide the resources required for the acquisition of EU funds, municipalities run into debts. The municipality’s potential to incur debt is determined by its financial capacity and the permitted debt ratio specified in the Act.

In the opinion of E. Kornberger-Sokołowska (2007), the local government unit’s financial capacity is determined, most importantly, by:
• relation to own revenue to total revenue, which also specifies the level of revenue self-governance of the local government unit,
• operating result being the difference between current revenue and current expenditure. The surplus makes it possible to incur liabilities without prejudice for the performance of current tasks. The deficit indicates the lack of capacity to cover current expenditure from current revenue and leads to the debt increase. It is of major importance when incurring liabilities and constructing the unit’s budget,
• creditworthiness – it is evaluated by banks on the basis of methodology other than the one applied in the case of economic entities. The budget construction and revenue structure are subject to evaluation.

An important element when incurring liabilities by local governments is the way of calculating the permitted debt ratio. By the end of 2013, pursuant to the Act on Public Finance (2005, Articles 169-170), two local debt amount limits were effective. The first one was the 15% limit of the relation of the planned repayment of credits, loans and the redemption of bonds including interest and the discount in a given budget year to the budget revenue. The second was the 60% limit of the relation of the total debt amount to the budget revenue. At present, pursuant to the Act on Public Finance (2009, Article 243), the municipality’s financial capacity is characterized by individual debt ratio (IDR), where the permitted debt level is determined by the shape of the relation between the debt servicing value and the resources which in the legislator’s opinion can be appropriated to its repayment, i.e. most of all the operating surplus from the last three years. In addition, the unit’s decision-making authority cannot adopt a budget in which current expenditure is higher than planned current income increased by operating surplus from the previous years and by free resources.

The purpose of amending the Act within the scope of the debt ratio is to limit the debt incurred by local governments, which implies the necessity to implement pro-saving policies by municipalities. It may affect the cuts of current expenditure and capital expenditure in the local policy. This solution also introduces impediments related to the acquisition of financial resources for the coverage of own contribution. In the years 2009–2010, the debt of local government units considerably increased. This is connected with liabilities intensively incurred for fear of losing the creditworthiness in the light of the new principles of calculating the debt ratio according to the value of operating surplus worked out for the last three years (Korolewska & Marchewka-Bartkowiak, 2011).

Particular budget items in Krakow in the years 2007–2013 are presented in Table 1.
Table 1. Krakow’s budget in the years 2007–2013 on the basis of the amounts generated in ml PLN

<table>
<thead>
<tr>
<th>Year</th>
<th>Total revenues</th>
<th>Total expenditures</th>
<th>Deficit / surplus</th>
<th>Total revenues</th>
<th>Total expenses</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Current revenue</td>
<td>Capital gains</td>
<td>Current expenditure</td>
<td>Capital expenses</td>
<td>Deficit / surplus</td>
</tr>
<tr>
<td>2007</td>
<td>2 540</td>
<td>270</td>
<td>2 270</td>
<td>739</td>
<td>-200</td>
</tr>
<tr>
<td>2008</td>
<td>2 725</td>
<td>266</td>
<td>2 532</td>
<td>623</td>
<td>-165</td>
</tr>
<tr>
<td>2009</td>
<td>2 873</td>
<td>288</td>
<td>2 713</td>
<td>706</td>
<td>-259</td>
</tr>
<tr>
<td>2010</td>
<td>3 070</td>
<td>315</td>
<td>2 804</td>
<td>560</td>
<td>20</td>
</tr>
<tr>
<td>2011</td>
<td>3 020</td>
<td>316</td>
<td>2 822</td>
<td>497</td>
<td>17</td>
</tr>
<tr>
<td>2012</td>
<td>3 092</td>
<td>354</td>
<td>3 032</td>
<td>456</td>
<td>-42</td>
</tr>
<tr>
<td>2013</td>
<td>3 381</td>
<td>354</td>
<td>3 175</td>
<td>465</td>
<td>96</td>
</tr>
</tbody>
</table>

Source: Own elaboration on the basis of the reports on the implementation of the Krakow budget in the years 2007–2013 retrieved from https://www.bip.krakow.pl, and the data from the Central Statistical Office [GUS] available at the website http://stat.gov.pl.

On the basis of the data regarding the budget of the Krakow municipality, it can be observed that:

- increasing level of current revenue and current expenditure and the imbalance between them,
- a greater increase of expenditure than revenue, resulting in a considerable operating deficit in the years 2007–2010. Expenditure showed an upward trend every year, except for 2010, when a decline was noted as compared to the previous year (2%),
- the budget deficit occurred in 4 years of the researched period: in 2007–2009, 2012 and 2014. In the years 2007–2009, it reached the highest values, with the maximal of 259 million PLN in 2009. It is connected with the drop in the municipality’s own revenue, occasioned by the economic crisis, the increase in the number of own tasks (among others, the Act dated 2010 on support for the development of telecommunication services and networks, 2015, the Act dated 2011 on family support and foster care system, 2015), and amending the regulations on permitted debt of municipalities. Since 2010, the city has noted a budget surplus. In 2011, it implemented measures to reduce the city’s debt level, approaching 60% of the total revenue (the debt limit effective by the end of 2013). The City Council made the decision that “any other ’savings’ resulting from the tender settlements within the framework of the performance of investment tasks would be dedicated exclusively to repayment of the city’s credit obligations up to the amount of 20 million PLN, and subsequently to increasing of current expenditure in the field of education” (the Resolution of the Krakow City Council in the matter of the Krakow City budget for year 2011, 2011, paragraph
16). The deficit is calculated on the basis of the amounts planned in the budget, what encourages to overvalue the planned revenue by municipalities (Surówka, 2013),

- revenues of Krakow’s budget increased during the almost entire researched period in connection with credits taken by the city, the repayment of granted loans, the existence of free resources as a surplus in bank account, the property sell-off and the issue of bonds, which took place in the years 2009 and 2011–2012 in the amount of 300 million PLN, and in 2013 in the amount of 220 million PLN.

Krakow’s financial economy raises reservations related to the city debt. The reduction of the deficit in the years 2010–2013 is connected with the necessity to reduce the risk of losing the financial capacity, before the enforcement of the new principles of calculating the debt ratio.

4. Impact of EU funds on financial autonomy of the Krakow municipality in the years 2007–2013

The period 2007–2013 covers the economic cycle of the country, i.e. the relative revitalization of the first three years, the depression of 2010 and the re-revitalization in the years 2011–2013. Substantial variability of macroeconomic factors affected the level of local revenue and expenditure, determining the financial autonomy of municipalities.

The years 2007–2013 also comprise the investment cycle connected with the financial perspective of the European Union and the allocation of foreign resources. In the researched period, the Krakow municipality intensively acquired resources from structural funds and the Cohesion Fund. It signed co-financing agreements worth 1,630 million PLN. Co-financing of projects from EU funds was set at the level of 766 million PLN, which constituted 47% of the total value of projects. Financial autonomy may be examined based on the municipality’s revenue and expenditure autonomy ratios. Their adjustment by the revenues from EU funds will show how much these resources affect the municipality’s autonomy in the realization of revenues and expenditures.

The Krakow municipality’s revenue autonomy, in the context of the creation of own revenues, is reflected by the SD ratio. The level of revenues from EU funds depends on the local authority’s engagement in the acquisition thereof. Therefore, they constitute own revenues of the municipality and hence they are included in the SD ratio’s numerator (Formula 1, 2, 3, and 4).

$$SD = \frac{DW + PUE}{DB} \cdot 100$$  (1)
Where:
SD – revenue autonomy
DW – own revenues
DB – total budget income, including revenues from EU
PUE – revenues from EU funds

After deducting the revenues from the EU funds, it constitutes SDK.

\[ SD_K = \frac{DW}{DB \downarrow PUE} \times 100 \]  

(2)

Where:
SD\(_K\) – revenue autonomy corrected by revenues from EU funds
DW – own revenues
DB – total budget income, including revenues from EU
PUE – revenues from EU funds

The revenue autonomy ratio SD informs about the municipality’s autonomy in the creation of its own revenue (Table 2). The higher it is, the more autonomous the unit is from the revenue transferred from the state budget. The impact of the municipality on the creation of its own revenue comes down to a widely-defined development policy of the city, consisting in the creation a place that is conducive to entrepreneurship, business and attractive for the inhabitants. An active social policy, which reduces unemployment, is also important.

**Table 2. Revenue autonomy ratios in the years 2007–2013**

<table>
<thead>
<tr>
<th>Description</th>
<th>2007</th>
<th>2008</th>
<th>2009</th>
<th>2010</th>
<th>2011</th>
<th>2012</th>
<th>2013</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total own revenue [ml]</td>
<td>1 991</td>
<td>2 149</td>
<td>2 203</td>
<td>2 143</td>
<td>2 284</td>
<td>2 370</td>
<td>2 617</td>
</tr>
<tr>
<td>Revenues from EU funds [ml]</td>
<td>46.92</td>
<td>28.13</td>
<td>70.95</td>
<td>113.59</td>
<td>13.24</td>
<td>3.43</td>
<td>60.55</td>
</tr>
<tr>
<td>Autonomy ratio SD [%]</td>
<td>72.55</td>
<td>72.79</td>
<td>71.95</td>
<td>66.67</td>
<td>68.85</td>
<td>68.88</td>
<td>71.68</td>
</tr>
<tr>
<td>Revenue autonomy ratio SDK [%]</td>
<td>72.08</td>
<td>72.54</td>
<td>71.30</td>
<td>65.51</td>
<td>68.73</td>
<td>68.85</td>
<td>71.21</td>
</tr>
<tr>
<td>Decline/increase of revenue autono-</td>
<td>-0.47</td>
<td>-0.26</td>
<td>-0.64</td>
<td>-1.16</td>
<td>-0.12</td>
<td>-0.03</td>
<td>-0.47</td>
</tr>
<tr>
<td>my SDK – SD [%]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: Own elaboration on the basis of the reports on the implementation of the Krakow budget in the years 2007–2013 available at the website https://www.bip.krakow.pl, and the data from the Central Statistical Office [GUS] available at the website http://stat.gov.pl.
Revenue autonomy, expressed by SD ratio, dropped in the researched period (Figure 1). SD ratio is subject to considerable fluctuations, but it shows a downward trend. The lowest value was reached in 2010, at 66.67%. The municipality’s revenue autonomy, corrected by revenues from EU funds, was even lower. The difference between the ratios was the biggest in the years 2007–2010, and in 2013.

![Revenue autonomy of the Krakow municipality in the years 2007–2013](image)

**Figure 1. Revenue autonomy of the Krakow municipality in the years 2007–2013**


The level of revenue autonomy dropped by 5.8% in the years 2007–2010 and increased by 5.1% in the years 2011–2013. The drop was affected by the revenues from CIT and PIT taxes, which were reduced as a result of the economic crisis, and the receipts from the tax on civil law transactions, which strongly depends on the number of transactions in the real property market. The increase of revenue autonomy in the years 2011–2013 was connected with the city’s rising from the economic recession and the related rise in the property tax rate in Krakow. The rate was raised, despite the objections of councilors, from one of the lowest level in Poland at 0.56 PLN in 2010 (Rąpalski, 2010) to 0.62 PLN in 2011. At present, it amounts to 0.75 PLN (the Resolution of the Krakow City Council in the matter of the determination of property tax rates, 2015).

The value of revenues from EU funds in the municipality’s budget is determined by its financial standing and the policy of its authorities. The
level of these resources is observed to evolve on a regular basis. Their level at the beginning and the end of the researched period is similar (on average 53 million). They reach the maximum value in 2010 (113.59 million) and go down in 2012 (3.43 million). The 2010 peak was related to the acquisition of subsidy in the amount of nearly 45 million PLN, in connection with the implementation of the project Wastewater Treatment Plant Płaszów II, stage II. This amount constituted almost 40% of receipts from EU funds in 2010. It should be noted that in the period preceding the acquisition of high revenues from EU funds, the Krakow budget noted a record-breaking deficit for the researched years 2007–2013 at the level of 259 million PLN in 2009. To a large degree, it was related to the coverage of the capital expenses settled in the following year.

The drop in revenues from EU funds in the years 2011 and 2012 was related to the economic crisis. The total city revenue dropped in 2011 by 1.42% as compared to the previous year, which constituted more than 48 million PLN and lowered the Krakow municipality’s investment opportunities, which determined the refund of expenditures in the following years.

Deducting the revenues from EU funds additionally, reduces the revenue autonomy of the municipality. The biggest drop of SDK ratio was in 2010 – 1.16%, which was the effect of the high level of subsidies from EU funds and of the drop of own revenues of the municipality.

The municipality’s expenditure autonomy can be analyzed basing on expenditure autonomy ratio $SW$, which informs about the contribution of the municipality’s capital expenditures in possible sources of financing them.

$$SW = \frac{WI}{PO + DB} \cdot 100 \quad \text{(3)}$$

Where:
SW – expenditure autonomy
WI – capital expenditure
PO – total revenue
DB – total budget income, including revenues from EU

After deducting the revenues from the EU funds it constitutes $SW_k$. The difference $SW_k - SW$ shall determine the scale and direction of the change of municipality’s expenditure autonomy.

$$SW_k = \frac{WI - PUE}{PO + DB - PUE} \cdot 100 \quad \text{(4)}$$
Where:
SW – expenditure autonomy corrected by revenues from EU funds
WI – capital expenditure
PO – total revenue
DB – total budget income, including revenues from EU
PUE – revenues from EU funds

Expenditure autonomy ratio SW (Table 3) specifies the scope in which the unit decides about the directions of expenditures and land development priorities. Its decline indicates limited investment opportunities of the municipality and an increased importance of current expenditure. In the researched period, the municipality’s capital expenditure considerably declined. This is related to the conception of the lack of self-financing of municipalities, i.e. the inadequacy of own revenues to current expenditure, which in consequence are realized at the cost of capital expenditure.

Table 3. Expenditure autonomy ratios in the years 2007 -2013

<table>
<thead>
<tr>
<th>Description</th>
<th>2007</th>
<th>2008</th>
<th>2009</th>
<th>2010</th>
<th>2011</th>
<th>2012</th>
<th>2013</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capital asset-related expenditure [ml]</td>
<td>739</td>
<td>623</td>
<td>697</td>
<td>560</td>
<td>483</td>
<td>440</td>
<td>401</td>
</tr>
<tr>
<td>Total revenue [ml]</td>
<td>385</td>
<td>367</td>
<td>582</td>
<td>331</td>
<td>400</td>
<td>477</td>
<td>307</td>
</tr>
<tr>
<td>Revenues from EU funds [ml]</td>
<td>46.92</td>
<td>28.13</td>
<td>70.95</td>
<td>113.59</td>
<td>13.24</td>
<td>3.43</td>
<td>60.55</td>
</tr>
<tr>
<td>Expenditure autonomy ratio SW [%]</td>
<td>23.14</td>
<td>18.56</td>
<td>18.63</td>
<td>15.08</td>
<td>12.92</td>
<td>11.22</td>
<td>9.92</td>
</tr>
<tr>
<td>Expenditure autonomy ratio SWK cor-</td>
<td>21.99</td>
<td>17.87</td>
<td>17.06</td>
<td>12.40</td>
<td>12.61</td>
<td>11.15</td>
<td>8.56</td>
</tr>
<tr>
<td>rected by revenues from EU funds [%]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Drop/growth of expenditure autono-</td>
<td>-1.15</td>
<td>-0.69</td>
<td>-1.57</td>
<td>-2.68</td>
<td>-0.31</td>
<td>-0.08</td>
<td>-1.37</td>
</tr>
<tr>
<td>my SWK – SW1 [%]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: Own elaboration on the basis of the reports on the implementation of the Krakow budget in the years 2007–2013 available at the website https://www.bip.krakow.pl, and the data from the Central Statistical Office [GUS] available at the website http://stat.gov.pl.

Expenditure autonomy, expressed by expenditure autonomy ratio SW, declined by more than a half, dropping by 13.21% (Figure 2). After deduction of the revenues from EU funds, the drop is even more noticeable – a decline of SWK by 13.44%. The lack of revenues from EU funds among the possible sources of financing reduces the municipality’s expenditure autonomy on average by 1.12%. The biggest limitation of expenditure autonomy took place in 2010 and amounts to 2.68%.
At first, the impact of the receipts from EU funds on expenditure were small (2008). In 2009, the discrepancy between the edge lines of SW and SWK ratios increased and was maintained until 2010, when the municipality obtained the highest revenues from EU funds. The ratio trend lined part again in 2013. The specificity of the investment cycle based on the revenues from EU funds usually requires incurring prior capital expenditure facilitating the acquisition of a subsidy. One may notice the relation between the level of total revenue and the level of revenues from EU funds: the increased level of total revenue precedes high amounts of subsidies from EU funds. The expansive investment policy of Krakow and the progressing debt in the years 2007–2009 determined the provision of a high level of revenues from EU funds in 2010. Since 2011, in connection with the influence of legal and macroeconomic factors on the financial policy of the city, the amount of debt incurred was limited. It was balanced by the issue of bonds, which covered the deficit. The capital expenditure in the years 2011–2012 was also financed by these revenues. Since they were settled, the level of subsidies from EU funds grows in 2013, what was significant in the context of upcoming settlement of contracted subsidies. The capital asset-related expenditure amounted to 669 million in 2014.
5. Conclusions

The debt of local government units is a part of the national public debt. Since joining the European Union by Poland, one can observe a progressing growth of liabilities incurred by local government units on account of loans and credits. This results from the fact of the lack of self-financing and realization of current and investment tasks basing on repayable financial resources. It is also an effect of capital expansion related to the possibility to co-finance the expenditure from EU funds. A large part of the local expenses is realized subject to EU subsidies, sometimes leading to a “forcing out of other expenses of local governments” (Kopańska, 2014, p. 106).

The revenues from EU funds are an additional tool of the development policy of local government units. Their contribution to the financing of municipal expenses has become, over time, a prestigious factor of local management. The investments co-financed from the European resources are marked by information boards which indicate the source of financing and operating program under which the project was completed. This makes it possible for the inhabitants to evaluate the effects of efforts and to shape a positive image of the Community and local authorities. The prestige of taking advantage of the co-financing from European resources is also connected with the occurrence of rankings identifying the engagement of municipalities in the acquisition of funds with the effectiveness of overall operation of local government units. These rankings often skip the matters of disbursement, the settlement of funds, their absorption, running into debts and also the financial autonomy of municipalities.

Currently, municipalities may take advantage of EU funds under the financial perspective 2014–2020, which is the last period of support from EU funds for the Polish municipalities on such a high level. Therefore, it is important to see the necessity to conduct autonomous financial policies after the year 2020. It becomes a priority to popularize the mechanism of self-governance and responsibility in city property management, also due to the necessity to maintain completed projects in the future.

The lack of revenues from EU funds in the future will have to be compensated by the tools available for the municipality: fiscal sovereignty, development of other self-generated revenues and revenue structure management.
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